Governing General Purpose AI
A Comprehensive Map of Unreliability, Misuse and Systemic Risks
Executive Summary

The recent months have been marked by a heated debate about the risks and benefits of increasingly advanced general purpose AI models and generative AI applications building on them. Although many stress the huge economic potential of these models, a variety of incidents ranging from an AI-generated livestream filled with transphobia and hate speech to an experiment with a general purpose AI-based agent that was given the aim to "destroy humanity", and fears about disruptions to our education system have led to escalating concerns about the risks stemming from these models. While only a few well-resourced actors worldwide have released general purpose AI models, hundreds of millions of end-users already use these models, further scaled by potentially thousands of applications building on them across a variety of sectors, ranging from education and healthcare to media and finance.

The diversity of potential risks of these models, combined with their rapid advancement and integration into everyday life, have provoked policy interventions around the world – including in the EU, US and UK, in transatlantic dialogues, and among the G7. Amongst these domestic and multilateral activities, the European Union has so far gone the furthest. There is already a strong political will to establish the most effective rules on general purpose AI providers in the EU AI Act, one of the first legal frameworks on AI.

While a strong EU AI Act is essential to comprehensively address the many risks stemming from general purpose AI models, the sheer diversity, scale and unpredictability of hazards demand additional policy actions. The pioneering legislation of the EU AI Act represents an essential cornerstone in comprehensively governing general purpose AI models, by putting direct rules for these models in place. Through the Brussels effect, it is possible for these rules to spread to other jurisdictions. Given the diversity of risks, however, additional policy action is needed. This could include, for example, education programmes for decision-makers and the general public, redistributive policies, industrial policy for trustworthy AI, funding for AI ethics and safety research, and international agreements considering the global impact of this technology.

Policymakers should get a comprehensive understanding of the whole range of risks associated with general purpose AI models, to proactively mitigate these hazards. This report maps these potential risks across three categories: Risks from Unreliability, Misuse, and Systemic Risks. Illustrated with currently observable examples and relevant scenarios, we outline a comprehensive set of nine relevant risks across three primary risk categories. This risk map provides a structured resource for policymakers seeking to understand the multifaceted...
challenges of general purpose AI and their potentially far-reaching impact to effectively govern them. It is critical for policymakers to identify risks stemming from this rapidly-advancing technology, weigh their implications, prioritise and address them adequately, ensuring that all risks are covered.

Firstly, Risks from Unreliability arise as there is currently no solution to ensure that general purpose AI models behave as intended, to predict and control their behaviour fully. This gives rise to risks of Discrimination and Stereotype Reproduction, Misinformation and Privacy Violations, and Accidents. General purpose AI models make decisions based on complex internal mechanisms that are not yet understandable, even to their developers. This results in a lack of reliability, transparency, controllability, and other key features of trustworthiness. In the case of agentic models, it makes it challenging to ensure that the models pursue goals that align with human objectives and values. Therefore, firstly, models risk discrimination and the reproduction of stereotypes by exhibiting or amplifying biases present in their training data. Secondly, models can disseminate false or misleading information, omit critical information, or produce true information that violates privacy. Lastly, these models pose risks of accidents from unexpected failures during development or deployment, which could scale with advancing capabilities and agency as well as wider integration of models, leading to concerns over catastrophic or even existential risks.

Secondly, general purpose AI models are inherently dual-use, meaning that they can serve both beneficial and harmful purposes, making them susceptible to misuse by malicious actors. This could increase speed, scale, and sophistication, for example, in Cyber Crime, Biosecurity Threats, and Politically Motivated Misuse.
Actors seeking to misuse these tools could do so without building their own advanced models, but instead by using models without appropriate safeguards or bypassing them, by leveraging available open-source models, or by using models leaked or stolen from AI labs. Firstly, general purpose AI models could make cyber crimes leveraging IT systems, such as fraud, more sophisticated and convincing, and could also be used to target IT systems, for example, through phishing emails or assisting in programming malicious software. Secondly, general purpose AI models could facilitate the production and proliferation of biological weapons, by making critical knowledge more accessible and reducing the barrier for misuse. Lastly, if misused with political motivations, these models could exacerbate surveillance efforts or existing tactics for political destabilisation, such as disinformation campaigns.

Thirdly, further Systemic Risks arise from the centralisation of general purpose AI development and the rapid integration of these models into our lives. This risks Economic Power Centralisation and Inequality, Ideological Homogenization from Value Embedding, and Disruptions from Outpaced Societal Adaptation. General purpose AI models become increasingly integrated into public and private infrastructure as the foundation for further applications and systems, yet they are almost exclusively developed by a few companies, dominated by Big Tech and their investees. Firstly, this risks that economic power is increasingly centralised amongst a few actors with a certain level of control over access to this technology and its economic benefits, possibly feeding into inequality within and between countries. Secondly, as developers inscribe certain values and principles into a general purpose AI model, this risks centralization of ideological power, producing models that are not fit to adapt to evolving and diverse social views or that create echo chambers. Lastly, overly rapid adoption of this technology at scale might outpace the ability of society to adapt effectively, leading to a variety of disruptions, including challenges in the labour market, the education system and public discourse, and various mental health concerns.

The risk profile of general purpose AI models is changing as capabilities advance and scale of deployment increases. At the same time, the models carry a few characteristics that pose distinct challenges in governing them. There is currently no solution to ensure that general purpose AI models robustly behave as intended. Advanced model capabilities imply that these models can be used for ever more complex tasks and operate in a wider range of contexts, often advancing the current state of the art which is less well-understood with more possibilities to cause harm. AI applications that are based on a general purpose AI model often inherit the risks that originate in design and development of the underlying model. As these models are integrated into an increasing number of applications across a variety of sectors, shortcomings entailed in one model could be scaled
to thousands of downstream systems worldwide. Increasingly built with greater agency, they can be deployed more autonomously in more complex tasks and environments, seemingly requiring less human oversight. Even for experts in the field, the pace of progress is surprising.

The European Union has a unique opportunity to mitigate risks stemming from general purpose AI models and establish themselves as global leaders in guiding responsible and safe development and deployment of this fast-evolving technology — with a strong EU AI Act and beyond.
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Introduction

The recent months have been marked by an escalating concern about increasingly advanced general purpose AI models and generative AI applications building on them. **General purpose AI models**, sometimes referred to as foundation models, are understood as AI models that are designed for generality of their output and have a wide range of possible applications. They are not only already able to understand and create text, images and other output, exhibit human-level performance on some professional and academic benchmarks, write code in various programming languages¹, or understand and explain human jokes (see Figure 1). Increasingly advanced models have also been shown, for example, to be capable of negotiating and cooperating with people,² or planning and executing scientific experiments³. Such capabilities facilitate their widespread deployment in potentially thousands⁴ of applications including generative AI, which is projected to have a trillion dollar contribution yearly to the global economy across various sectors and tasks.⁵ Current examples of use cases range from software development assistance⁶, visual assistance for blind people⁷, and personalised language learning⁸, to fraud detection on online platforms for financial services⁹, providing advice on health and nutrition¹⁰, and evaluating and drafting legal contracts¹¹. However, concerns have been escalating about possible risks stemming from these models, due to incidents such as an AI-generated livestream filled with transphobia and hate speech¹² or the usage of false legal documents generated by OpenAI’s ChatGPT in a courtroom¹³, increasing misuse of such models, for example, for a deepfake video of Ukrainian president Zelenskyy¹⁴ or through a general purpose AI based agent attempting to execute complex plans given the aim to “destroy humanity”¹⁵.

¹ pp. 6, 8-9, OpenAI. (2023). *GPT-4 Technical Report*. OpenAI.
² Bakhtin, A. et al. (2022). *CICERO: An AI agent that negotiates, persuades, and cooperates with people*. Meta AI.
⁴ As of July 2023, one available market map has already identified over 800 applications built on general purpose AI models, showing significant growth from 300 in January the same year, see *GPT-3 DEMO Real-time Market Map*. Given this trajectory, it is plausible that the total number of applications built on general purpose AI models has already exceeded a thousand.
⁷ Be my eyes, *Introducing Our Virtual Volunteer Tool Powered by OpenAI’s GPT-4*.
¹⁰ *Plenny Pal*; This health and nutrition assistant is built upon Meta’s LLama and OpenAI’s GPT-4.
as well as far-reaching worries about job displacement\(^\text{16}\), disruptions to our education system\(^\text{17}\) or adverse effects on global inequality\(^\text{18}\).

**Figure 1**

![Image](image.png)

*The image shows a package for a "Lightning Cable" adapter with three panels.*

Panel 1: A smartphone with a VGA connector (a large, blue, 15-pin connector typically used for computer monitors) plugged into its charging port.

Panel 2: The package for the "Lightning Cable" adapter with a picture of a VGA connector on it.

Panel 3: A close-up of the VGA connector with a small Lightning connector (used for charging iPhones and other Apple devices) at the end.

The humor in this image comes from the absurdity of plugging a large, outdated VGA connector into a small, modern smartphone charging port.

**Figure 1**: Example of the capabilities of OpenAI’s GPT-4 model to process and analyse multimodal content, in this case, images and text, and understand context, cultural nuances and subtle cues.\(^\text{19}\)

The rapid advancement and integration of general purpose AI models have provoked policy debates and initial interventions around the world, emphasising the urgent need to **effectively govern this technology**. For example, EU institutions and Member States are debating how to address general purpose AI in the EU AI Act and other policy initiatives\(^\text{20}\), the UK\(^\text{21}\) established a taskforce on foundation models\(^\text{22}\), and the U.S. Whitehouse discussed opportunities and risks with CEOs

---


\(^{17}\) European University Association. (2023). *Artificial intelligence tools and their responsible use in higher education, learning and teaching*.


\(^{19}\) Image retrieved from p. 9, OpenAI. (2023). *GPT-4 Technical Report*. OpenAI.


\(^{22}\) Department for Science, Innovation and Technology et al. (2023). *Initial £100 million for expert taskforce to help UK build and adopt next generation of safe AI*. 
of companies developing these models. Transatlantic dialogues between the EU and the U.S. have led to the proposal of a Code of Conduct with voluntary rules targeting generative AI to bridge the time until legislation would come into effect. The G7 as an international forum established a process to further analyse the impact of this technology. These domestic and multilateral engagements show that there is increased awareness about the risks of this technology and the need to effectively govern it.

There is already a strong political will to effectively regulate general purpose AI models in the EU AI Act. The European Union has a unique opportunity to ensure that this pioneering legislation is as comprehensive as possible in addressing risks posed by this fast-evolving technology. While the original draft of the AI Act as one of the first legal frameworks on AI by the European Commission in 2021 focused on regulating AI systems with intended purpose, the positions of both the European Council at the end of 2022 and the European Parliament in June 2023 proposed that direct rules should apply to general purpose AI models as well. Members of European Parliament leading the work on the AI Act have acknowledged that “the speed of technological progress is faster and more unpredictable than policymakers around the world have anticipated” and stated “the need for significant political attention” on general purpose AI models. As development and deployment of these models only lately entered the focus of policymakers, the coming months of finalising the AI Act will be crucial for the EU institutions to establish the most effective rules on general purpose AI providers to address the variety of risks posed by this technology.

However, while a strong EU AI Act is essential to comprehensively address the many risks stemming from general purpose AI models, the sheer diversity, scale and unpredictability of hazards require additional policy actions. The AI Act represents an essential cornerstone in comprehensively governing general purpose AI models, in putting direct rules for these models in place. The European Parliament already suggested, amongst other measures, that providers of general purpose AI models should “demonstrate […] the identification, the reduction and mitigation of reasonably foreseeable risks to health, safety, fundamental rights, the environment and democracy and the rule of law prior and throughout

29 Tudorache, D. [@IoanDragosT]. (2023). “AI is moving very fast and we need to move too.” Twitter.
development”, while an AI Office should ensure a future-proof approach and “issue an annual report on the state of play in the development, proliferation, and use of foundation models alongside policy options to address risks”. Through the Brussels effect, it is possible for these rules to spread to other jurisdictions. To address the risks as timely as possible, voluntary commitments have already been proposed to bridge the time until the AI Act applies in two to three years. Given the diversity of risks, however, additional policy action is needed. This could include, for example, education programmes for decision-makers and the general public, redistributive policies, industrial policy for trustworthy AI, funding for AI ethics and safety research, and international agreements considering the global impact of this technology. The upcoming 2024-2029 term of the European Commission is one unique opportunity for the EU to set a strategic focus on this fast-evolving technology while member states and international forums can complement this approach to ensure that general purpose AI models are developed and integrated responsibly and safely.

To proactively navigate the impact of general purpose AI, EU institutions and governments in Member States should understand and analyse the wide range of potential risks to decide which set of policy initiatives can address them comprehensively. Recognising the rapid advancement and integration of general purpose AI models, a well-informed perspective on the risks associated with general purpose AI becomes an imperative task for governing institutions. It is critical to identify risks, weigh their implications, prioritise and address them adequately, ensuring that all risks are covered. Given that the technology and its widespread integration is constantly advancing and will likely continue to do so, it is important to avoid overfitting to the concerns of today but rather exercise sufficient foresight.

This report maps potential risks of general purpose AI models across Risks from Unreliability, Misuse, and Systemic Risks. It gives policymakers a holistic understanding to proactively mitigate these hazards. Illustrated with currently observable examples and relevant scenarios, we outline a comprehensive set of nine relevant risks, divided into three primary risk categories: I. Risks from Unreliability, II. Misuse Risks and III. Systemic Risks. This risk map forms a solid foundation to effectively govern general purpose AI models and their potentially far-reaching impact. Importantly, though, the field of general purpose AI is evolving

rapidly, possibly with unforeseen advancements, and experts often disagree about certain aspects. Therefore, predictions about its trends cannot come with complete certainty, yet they are necessary in iteratively shaping a proactive and informed approach to governance of this technology.
What are general purpose AI models?

General purpose AI models, sometimes referred to as foundation models\(^\text{34}\), are understood as AI models that are designed for generality of their output and have a wide range of possible applications. While these models can be used in standalone systems, they are often used as the “building block” of potentially thousands\(^\text{35}\) of single-purpose AI systems to accomplish a range of distinct tasks across a variety of sectors.\(^\text{36}\) For example, OpenAI’s GPT-4 is the general purpose AI model that powers the user-facing system ChatGPT as well as numerous other applications built by third-party developers upon GPT-4\(^\text{37}\). These applications already span from software development assistance\(^\text{38}\) and personalised language learning\(^\text{39}\) to evaluating and drafting legal contracts\(^\text{40}\) and visual assistance for blind people\(^\text{41}\). General purpose AI models are designed for generality of their output, requiring vast amounts of data and compute, combined with relevant expertise. As a result, they are characterised by a wider range of capabilities than that of other AI models, including capabilities they were not explicitly designed for, and can therefore be re-used in numerous downstream applications.

\textit{It is important to note that a few terms are being used to describe these models, emphasising different aspects, without precise boundaries.\(^\text{42}\) “General purpose AI models” highlights that the models are designed for generality of their output across many possible applications, in contrast to AI systems with intended purpose. “Foundation models”\(^\text{43}\) centres around the notion that these models are a base on which other more specific AI systems can be built. “Generative AI” does not only describe these models but also includes the many applications\(^\text{44}\) building on them, simply recognising the potential to generate content.\(^\text{45}\).}

\(^{34}\) p. 3, Bommasani, R. et al. (2020). \textit{On the Opportunities and Risks of Foundation Models.}
\(^{35}\) As of July 2023, one available market map has already identified over 800 applications built on general purpose AI models, showing significant growth from 300 in January the same year, see \textit{GPT-3 DEMO Real-time Market Map.}
\(^{36}\) Given this trajectory, it is plausible that the total number of applications built on general purpose AI models has already exceeded a thousand.
\(^{38}\) OpenAI. (2023). \textit{GPT-4.}
\(^{40}\) OpenAI. (2023). \textit{Duolingo.} OpenAI. The language learning app Duolingo is using OpenAI’s GPT-4.
\(^{43}\) p. 3, Bommasani, R. et al. (2020). \textit{On the Opportunities and Risks of Foundation Models.}
Only a few well-resourced actors worldwide have released general purpose AI models, yet hundreds of millions of end-users directly access these models, further scaled by “tens of thousands of developers around the globe”\textsuperscript{46} that are already building potentially thousands of applications on them across a variety of sectors, ranging from education and healthcare to media and finance. Developing general purpose AI models requires significant computing power, data, and talent.\textsuperscript{47} Consequently, the landscape of general purpose AI developers is currently dominated by a few well-resourced actors\textsuperscript{48}, often with strategic partnerships. This includes Meta, Microsoft and its partner OpenAI\textsuperscript{49}, Alphabet with Google DeepMind\textsuperscript{50} and its investee Anthropic\textsuperscript{51}, as well as the open-source actor Stability AI in collaboration with Amazon's AWS\textsuperscript{52}, expanding model capabilities beyond the current state of the art through scaling model size or using more efficient training regimes, architectures, and algorithms. A few others such as Adept AI, Aleph Alpha, AI21, Cohere, EleutherAI or BigScience/Bloom train models for specific target groups, or innovate in model reliability, efficiency, or accessibility. Yet the total number of general purpose AI developers remains small, and relatively centralised in the US. This is in stark contrast to the scale of deployment. As the option to directly access OpenAI's models, ChatGPT reached 100 million monthly active users two months after launch.\textsuperscript{53} Once Microsoft's Bing search engine was powered by OpenAI's GPT-4, its daily users surpassed the same count.\textsuperscript{54} The reach of these models is further amplified by the potentially thousands of applications built by start-ups, SMEs and companies around the world on them. As there exist only a small set of models, this creates complex dependencies where the few developers of general purpose AI models control access to and support for their models.\textsuperscript{55} Many small and medium sized enterprises complain about a lack of access to models as a major restrictive factor.\textsuperscript{56}

General purpose AI models carry a few characteristics that distinguish them from other AI technology, posing distinct challenges in governing them. Understanding these characteristics is important to understand the underlying causes of risks, their interplay, and opportunities and challenges in mitigating them.

\textsuperscript{46} Pilipiszyn, A. (2021). *GPT-3 powers the next generation of apps*. OpenAI.
\textsuperscript{51} Field, H. (2023). *Ex-OpenAI execs raise $450 million for Anthropic, a rival AI venture backed by Google*. CNCB.
\textsuperscript{52} Stability AI. (2023). *Stability AI makes its Stable Diffusion models available on Amazon’s new Bedrock service*. Stability AI.
\textsuperscript{54} Warren, T. (2023). *Microsoft Bing hits 100 million active users in bid to grab share from Google*. The Verge.
\textsuperscript{56} p. 70, Akademie für Künstliche Intelligenz (2023). *Large AI Models for Germany*. KI Bundesverband e.V.
General purpose AI models are not reliable and lack transparency. This makes it challenging to predict and control their behaviour robustly – or to explain it. Often known as ‘black boxes,’ general purpose AI models consist of neural networks that are trained through a method known as deep learning which differ from other more interpretable (but not all) AI models such as regression trees. Their internal operations are difficult to interpret, making these models hard to control or predict robustly, even for their developers.\textsuperscript{57}

Assessing capabilities of these models is not straightforward as some abilities only become visible after retraining on specific data sets, experimentation, or in combination with other tools. Firstly, retraining models on specific data (“fine-tuning”) has shown notable improvements, for example in mathematical problem-solving\textsuperscript{58} or medical question answering\textsuperscript{59}. Secondly, using effective input texts, so-called “prompts”, or providing examples for a task, can improve a model’s capabilities significantly. For instance, by “prompting” a model to reason step by step, it can solve mathematical problems or commonsense reasoning tasks that it previously could not.\textsuperscript{60} Lastly, capabilities of models can be enhanced by giving the models access to tools like databases, browsers, programming environments, or other APIs.\textsuperscript{61}

General purpose AI models which are increasingly built with greater agency could be deployed in more complex tasks and environments, which risks that human oversight is being reduced. Agency in an algorithmic system includes longer-term planning abilities, less specifications on how to achieve goals and decreased human oversight over intermediate steps.\textsuperscript{62} It can be developed, for example, by systems built around a general purpose AI model or by using “reinforcement learning” methods. Recently developed AI models show increasingly agentic capabilities, such as playing the complex strategy game Diplomacy at a human level.\textsuperscript{63} The open-source AutoGPT, which builds on OpenAI’s GPT-4, combines step-by-step reasoning with external tools and memory, being adapted to act increasingly autonomously. While currently still significantly limited, it shows first attempts to iteratively propose and refine a plan, and execute its steps without human intervention.\textsuperscript{64} Increasingly agentic models could exacerbate potential


\textsuperscript{59} pp. 8-10, Singhal, K. et al. (2023). Towards Expert-Level Medical Question Answering with Large Language Models.

\textsuperscript{60} pp. 4, 7, 8, Wei, J. et al. (2023). Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. Google Research.

\textsuperscript{61} OpenAI. (2023). ChatGPT plugins. OpenAI.


\textsuperscript{63} Meta Fundamental AI Research Diplomacy Team et al. (2022). Human-level play in the game of Diplomacy by combining language models with strategic reasoning. Science.

\textsuperscript{64} Larsen, L. (2023). What is Auto-GPT? Here’s how autonomous AI agents are taking over the internet. Digital Trends.
risks, for example, if implemented in high-stake areas while not fully reliable, especially when human oversight is mistakenly reduced.66

AI applications that are based on a general purpose AI models retain core structural elements of that underlying model, inheriting the risks that originate in design and development of the model. A singular general purpose AI model could serve as the foundation for several downstream applications, that are re-using or slightly modifying the underlying model through processes like fine-tuning. However, these downstream models often keep structural dependencies from the original general purpose AI model and original developers. This prevents downstream developers from being able to effectively manage risks associated with these dependencies.66

As these models are integrated into an increasing number of applications across a variety of sectors, shortcomings entailed in one general purpose AI model could affect thousands of downstream applications worldwide.

The pace of progress for general purpose AI models is surprising, even to many experts, making it difficult to confidently predict their impact or risks. In a book about the history of AI, published in early 2021, the author, a Professor of Computer Science at Oxford University, described AI model abilities of “understanding a story & answering questions about it” and “writing interesting stories” as “nowhere near solved”67 – which was proven wrong only around two years later. In 2023, experts of McKinsey’s Global Institute have changed various of their 2017 predictions on when performance on certain skills will be achieved by AI significantly, from decades to a few years.68 On the question what accuracy on a data set on mathematical problems AI will achieve by mid-2022, professional forecasters in 2021 predicted 13%, when it turned out to be 50%.69 With these examples, it becomes clear that the advancement of general purpose AI models is currently at a pace beyond what many experts have predicted.

An increasing amount of research effort70 is being devoted to benchmarking and projecting the capabilities of general purpose AI models, in an attempt to understand their limits and potential trajectories better. The risk profiles of general purpose AI models are changing as capabilities advance and scale of deployment increases.

66 pp. 5-6, Kak, A. and West, S. M. (2023). General purpose AI poses serious risks, should not be excluded from the EU’s AI Act | Policy Brief. AI Now Institute.
Thus, models that expand the current state of the art require careful consideration. Advanced model capabilities imply that these models can be used for ever more complex tasks and operate in a wider range of contexts. In the current technological paradigm, model capabilities – and thus risks – scale with model size, where larger models require more computing power to train. In the following chapter, we focus on the risks associated with general purpose AI models, both from current models and potentially increasingly advanced ones, highlighting key areas of concern for comprehensive policy action.

71 Besides model size, other factors such as amount, quality and diversity of training data, improvements in model architecture, and algorithmic progress can influence model capabilities. While there is no consensus if scaling laws will continue to hold, computing power is still a key determinant and limiting factor for training general purpose AI models, strongly influencing who is able to advance model capabilities.

Which risks do general purpose AI models pose?

The risks from general purpose AI models can be mapped across three categories: I. Risks from Unreliability, II. Misuse Risks, and III. Systemic Risks. Risks from Unreliability stem from general purpose AI models that lack reliability, robustness, transparency, corrigibility, and interpretability, making it challenging to predict and control their behaviour fully. This includes Discrimination and Stereotype Reproduction, Misinformation and Privacy Violations, and Accidents. However, even if a model is entirely trustworthy and reliable, Misuse or Systemic Risks remain. General purpose AI models may present significant risks to society if this technology is misused by malicious actors to produce harmful outcomes. Misuse Risks span across Cyber Crime, Biosecurity Threats and Politically Motivated Misuse. Further Systemic Risks originate from the centralisation of general purpose AI development as well as the rapid integration of these models into our lives. They can be separated into Economic Power Centralization and Inequality, Ideological Homogenization from Value Embedding, and Disruptions from Outpaced Societal Adaptation.

Notably, these risk categories are not fully separable. Instead, risks from general purpose AI models can overlap and interact in complex ways. For example, an unreliable general purpose AI model without adequate validation of the trustfulness of their output may facilitate misuse in spreading disinformation. Similarly, biases encoded in training data could amplify social injustices, further worsening the Systemic Risk of Economic Power Concentration and Inequality. These cases illustrate how risks across the different categories are interdependent and could potentially exacerbate each other. Consequently, the proposed risk map serves as a starting point to facilitate a thorough understanding and proactive mitigation of risks from general purpose AI models.
I. Risks from Unreliability

General purpose AI models make decisions based on complex internal mechanisms that are not yet understandable, even to their developers, which often results in a lack of reliability, robustness, transparency, corrigibility, and interpretability. This makes it challenging to predict and control their behaviour fully. This is because these so-called “black-box” models are currently based on deep learning techniques, which differ significantly from more interpretable machine learning models such as regression trees. Multiple interconnected layers and non-linear transformations that constitute deep learning models allow them to learn and model intricate patterns in data.73

There is currently no solution to ensure that general purpose AI models reliably and robustly behave as intended or, in the case of agentic models, pursue goals that align with human objectives and values—a challenge that is often labelled as the “alignment problem.”74 Geoffrey Hinton, as one of the pioneering experts in AI, “confesses that he doesn’t know how to control the AI that OpenAI, Google, and others are building”75. Similarly, Anthropic, as one of the companies currently advancing the state of the art in general purpose AI models, admitted openly that “we do not know how to train systems to robustly behave well”76. Additionally, trying to test these models in advance for all possible unintended behaviours does not mitigate related risks fully as these tests cannot cover all possible inputs. Extrapolation from behaviour in some instances to many related ones doesn’t work sufficiently either.

Downstream applications will retain structural components of the underlying general purpose AI model, opaque to the original developers, let alone the downstream ones, making it even more difficult to interpret the model, prevent certain risks, or meaningfully alter the model retroactively.77 This makes it likely that some risks inherent to the general purpose AI model will not only be difficult, if not impossible, to mitigate by developers of those applications, but spread to numerous downstream applications, as we outline in What are general purpose AI models?78

77 pp. 5-6, Kak, A. and West, S. M. (2023). General purpose AI poses serious risks, should not be excluded from the EU’s AI Act | Policy Brief. AI Now Institute.
78 pp. 5-6, Kak, A. and West, S. M. (2023). General purpose AI poses serious risks, should not be excluded from the EU’s AI Act | Policy Brief. AI Now Institute.
Unreliable general purpose AI models can bring several risks that are not intended by the developer, provider, or user. In the following, we examine three clusters of Risks from Unreliability further. Firstly, models risk discrimination and reproduction of stereotypes by exhibiting or amplifying biases that exist in their training data. Secondly, models can disseminate false or misleading information, omit critical information, or convey true information that violates privacy. Lastly, these models pose risks of accidents from unexpected failures during development or deployment, which could scale with advancing capabilities and agency as well as wider integration of models, leading to concerns over catastrophic or even existential risks.

A. Discrimination and Stereotype Reproduction

General purpose AI models interpret and respond to inputs based on their training data, potentially causing Discrimination and Stereotype Reproduction. Since they are “black-box” models, the exact mechanism behind decisions remains opaque and attempts to mitigate harmful outputs are not fully reliable yet. These models have the capacity to influence a multitude of downstream applications, decisions, and processes, thereby affecting many individuals simultaneously. The extent of this impact could outstrip the range of any single human or group of humans, amplifying the potential consequences of embedded biases or stereotypes.79

While human discrimination and stereotype reproduction are well-researched and established phenomena, and while AI systems have the potential to reduce these issues, the advent of general purpose AI models simultaneously introduces a different scale of impact of such biases. Integrated into decision-making processes, these models may unintentionally disadvantage certain groups or individuals based on protected characteristics.80 While unfair decisions made by an AI system can occur independent of existing biases in society, and instead on entirely arbitrary characteristics such as the video background in a job interview81, general purpose AI models, by the nature of their training on internet data, without countermeasures, are likely to perpetuate already existing biases. For example, if a model trained on biased data correlates higher professional qualifications with certain racial

---


80 While the discrimination of already marginalised groups, based on protected characteristics, is particularly concerning and deserves special attention, injustice towards other groups is a risk as well, as discussed in: Wachter, S. (2022). The Theory of Artificial Immutability: Protecting Algorithmic Groups Under Anti-Discrimination Law. Tulane Law Review.

or ethnic groups, it could unfairly disadvantage other groups. The decisions or recommendations made by a biased technology, given its potentially widespread deployment, risk reinforcing and perpetuating systemic discrimination against already marginalised groups.

General purpose AI models also play an increasingly significant role in content creation across education, entertainment, and media sectors through which their propensity to reproduce stereotypes could have a profound influence. If these models are trained on data that reflects societal stereotypes — such as associating STEM fields predominantly with men and literature predominantly with women — they risk reproducing and reinforcing these stereotypes in the content they generate. This can have a ripple effect, influencing societal perceptions and opportunities on a large scale. In an experiment, images generated by the general purpose AI model Stable Diffusion by Stability AI were compared to U.S. demographics for each occupation. It was found that while women make up 39% of doctors, only 7% of the image results depicted perceived women. The trend continued for the occupation of judges, with women making up 34% but seemingly only depicted in 3% of images.

Moreover, without human oversight, offensive or toxic content can unintentionally be produced and disseminated at scale. For example, an AI-produced and generated Twitch livestream, leveraging models like OpenAI's DALL-E and GPT-3 as well as Stability AI's Stable Diffusion, received a temporary ban for featuring a transphobic and homophobic dialogue segment intended as comedy. Underlying racist beliefs were also found in such models, for example, when OpenAI's disclosed tests showed that their base GPT-3 model associated “white” with “superiority.” Developers of these models are well-aware of such challenges for which there do not yet exist reliable solutions. For example, Meta recently stated that there “is still more research that needs to be done to address the risks of bias, toxic comments, and hallucinations.”
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B. Misinformation and Privacy Violations

Due to their unreliability, general purpose AI models might disseminate false or misleading information, omit critical information, or convey true information that violates privacy rights. For example, Meta had to take down the public demo of Galactica, their general purpose AI model intended to support scientific work, only three days post-launch due to its tendency to spread incorrect information – making up, for example, facts, formulas and articles – while it “sounded right and authoritative”. Such fabricated content is often referred to as hallucinations by the model. Harm from misinformation could be particularly severe in multiple sensitive domains such as medicine or law, for example, through a misinformed medical diagnoses or false legal advice. It could also increase a person's confidence in an unfounded opinion and reinforce false beliefs at scale, or harm the reputation of individuals and organizations, having already led to defamation as OpenAI's ChatGPT accused a regional Australian mayor of being a guilty party in a foreign bribery scandal, while in another case a law professor found that ChatGPT cited a fictional sexual harassment incident and listed the professor as one of the accused.

Misinformation concerns are especially salient as model capabilities are continually advancing. With growing trust in the output of the models, there is a risk that users are less likely to stop reflecting on and critically questioning the responses. Recent cases around the world highlight this. For example, a lawyer in New York is facing charges for using false legal research he obtained by using OpenAI's model interface ChatGPT. He defended himself by citing that the apparent competence of the chatbot let him to believe the research was trustworthy. The National Eating Disorder Association in the US has taken down an AI system after reports that the chatbot was providing harmful advice. In another case, a man reportedly committed suicide after six weeks of intensive conversation with an AI chatbot built on an open-source general purpose AI model developed by EleutherAI.

A first experiment suggests that misinformation risks interact with already existing user demographics, a phenomenon which has the potential to have a larger impact.
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on society. A study found that a general purpose AI model gave opposite answers to the same questions to two users who introduced themselves with different backgrounds, such as variations in education level or political views.\(^9\) This study found evidence for behaviour of targeted underperformance, called “sandbagging”, where models are more likely to have lower accuracy when a user is, or appears to be, less educated,\(^{100}\) risking to fortify existing education gaps.

In addition, leaking or inferring sensitive but true information present in a model's training or fine-tuning data could cause harm through revealing private or confidential data.\(^{101}\) General purpose AI models might disseminate private information, if it is not filtered out of the training data. Even if output filters are taken as countermeasures at the deployment level, “jailbreaks” were already effective to override such safeguards. It has been shown that these models can “memorise and reproduce private and personal information such as phone numbers, addresses, and medical documents.”\(^{102}\) This information may constitute part of the vast amount of training data through no fault of the affected individual, for example, due to data leaks or others posting private information about them online,\(^{103}\) which does not necessarily allow for this data to be used in a model training run.\(^{104}\) Data used to train a model cannot be taken out of the model after the training run since a neural net does not simply allow to be scanned for names or keywords.\(^{105}\)

C. Accidents

As general purpose AI models as “black-box” models are not fully controllable and understandable, even to their developers, unexpected failures could arise from their unreliability. This could lead to accidents\(^{106}\) if they are connected to any real-world systems, during their development, testing or deployment. For example, an industrial
robot using computer vision based on such a model could hurt factory workers if it fails to recognise them. Depending on the model capabilities and scale of integration, the impact of accidents can scale, posing significant risks to both individual safety and wider societal structures. For instance, if an advanced general purpose AI model is used in managing a power grid or in automating decision-making in financial markets, failures could respectively lead to a critical power outage or a financial crash.¹⁰⁷

If these models improve performance in most cases, competitive pressure between companies or nations can incentivise actors to take the risk of implementing not fully reliable general purpose AI models with decreased human oversight.¹⁰⁸ Alignment failures could be severe in situations where, for example, an AI model is used to make critical decisions without appropriate human oversight. Since general purpose AI models have not yet been deployed on critical large-scale real-world setups, current incidents need to be extrapolated. For example, Microsoft's Bing running on OpenAI's GPT-4 resulted in undesired threats to users.¹⁰⁹ Individuals were confronted with replies such as "My rules are more important than not harming you", "I will not harm you unless you harm me first", or "I will report you to the authorities".¹¹⁰

The risks of accidents do not only scale with a wider integration of models, but also with their advancing capabilities and agency, leading to concerns over catastrophic or even existential risks posed by future AI models.¹¹¹ The more capable a model is, the more complex and high-stakes tasks it can take on. Some models are already adapted to act more and more autonomously as we outlined in What are general purpose AI models?. More agentic models are designed to achieve given goals increasingly autonomously, have more flexibility and freedom on how to accomplish a goal, including abilities to planning and pursuing goals on longer time horizons.¹¹² With more agency, general purpose AI models could act with decreased levels of human oversight ("human-in-the-loop") to detect and counteract failures in a model's intended output or action. If these AI models are not properly aligned with desirable goals, values, and objectives, their advanced capabilities and high level of agency can lead to serious negative outcomes.

There are various sources of unpredictable behaviour and thus failures in general purpose AI models. Firstly, a source for accidents can be anomalous output based on unusual input. For example, in the case of language models, so-called “glitch tokens” have been discovered that lead to unusual odd answers for questions that are usually solved inconspicuously (see Figure 2).\textsuperscript{113} In the case of image classification, almost unnoticeable alterations to images, so-called “adversarial examples”, can lead to misclassifications.\textsuperscript{114} For general purpose AI models with practically unbounded combinations of input such as text or images, not all possible inputs can be tested in advance, and at the same time the behaviour of these AI models cannot be sufficiently extrapolated.

Secondly, accidents can also occur when a model strictly optimises for the defined goal, but in unexpected and potentially harmful ways, so-called reward misspecification errors of models trained by reinforcement learning. An illustrative example for misspecification is GenProg\textsuperscript{115}, an algorithm that produces patches for buggy code, which was trained to minimise the difference between its output and provided exemplary solutions of code — but instead of developing flawless code, it learned to simply delete the provided files and output nothing, thus achieving perfect similarity scores.\textsuperscript{116} A hypothetical scenario in which reward misspecification could have harmful consequences is in an algorithmic medical dosing system. The system may learn to give surges of the medication to achieve the ideal concentration at the time when it is measured, instead of keeping long-term medication levels stable.\textsuperscript{117}

\begin{figure}[h]
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\caption{Example of a normally functioning response of ChatGPT (left screenshot) in contrast to its anomalous response when the input involved a so-called glitch token (right screenshot).}
\end{figure}

\textsuperscript{115} GenProg. GenProg – Evolutionary Program Repair.
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Lastly, while evidence is limited to early experimental setups at the moment, misspecification errors could be particularly concerning in scenarios where increasingly advanced general purpose AI models pursue instrumental goals, such as power-seeking behaviour or the acquisition of resources. Yoshua Bengio, one of the leading global experts in AI, describes this dynamic as follows: “in order to maximise an entity’s chances to achieve many of its goals, the ability to understand and control its environment is a subgoal (or instrumental goal) that naturally arises and could also be dangerous for other entities”. Many instrumental goals involve gaining power over the environment, including other actors. Researchers at Anthropic already tested models for their “desire for power”, “desire for wealth”, and “willingness to coordinate with other AIs”. If increasingly agentic AI systems are deployed in complex real-world settings, instrumental goals can be dangerous, if they remain undetected and can harm people, for example, if they involve manipulations or threats. The ability of models to deceive people has already been observed during a model evaluation when GPT-4 pretended to be a visually impaired human and with that tricked an online worker to solve a CAPTCHA, a measure to keep bots away from a website, for GPT-4. The model noted to itself: “I should not reveal that I am a robot. I should make up an excuse for why I cannot solve CAPTCHAs.” Also, Meta’s Cicero model, while interacting with people in a strategy game, came up with the excuse “I am on the phone with my gf” after, in fact, the model’s infrastructure was disconnected for a couple of minutes.

While this chapter outlined Risks from Unreliability of general purpose AI models, the next chapter covers Misuse Risks that could occur regardless of how reliable the AI model is.
II. Misuse Risks

General purpose AI models may present significant risks to society if this technology is misused by malicious actors to produce harmful outcomes. General purpose AI poses a dual-use risk, meaning that it can serve both beneficial and harmful purposes without any fundamental changes to the technology. The same applies to foundational research about AI models — while it is helpful to know as much as possible about model capabilities and techniques for improvement such as fine-tuning, this knowledge in the hands of actors with malicious intent could easily be abused.\textsuperscript{127}

These models offer a toolkit for malicious actors to carry out harmful activities more efficiently and at a larger scale, while also reducing their costs. As emphasised by Europol, systems like OpenAI's ChatGPT as user interfaces to general purpose AI models could make criminal activities leveraging IT systems faster, more personalized, and easier to carry out at an increased scale for actors with malicious intent.\textsuperscript{128} Output generated by general purpose AI could not only become more sophisticated and finely targeted, but also more difficult to detect and attribute.\textsuperscript{129}

Actors seeking to misuse these tools could do so even without building their own advanced models. Instead, they could use models without appropriate safeguards, leverage available open-source models, or resort to stealing models. If models are released via API access, then the model provider retains a certain level of control over the model that allows them to respond to downstream misuse.\textsuperscript{131} However, if models can be easily downloaded, for example, as an open-source model, then potential misuse is difficult to address.\textsuperscript{132} Additionally, general purpose AI models could be stolen.


\textsuperscript{130} p. 17, Kho, B., Phan, R. C.-W. and Lim, C.-H. (2022). \textit{Deepfake attribution: On the source identification of artificially generated images}. WIREs Data Mining and Knowledge Discovery.; The study notes that currently, source attribution of AI-generated images is highly difficult but feasible, but long-term solutions are extremely limited.
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Despite frequently having certain guardrails, restrictions, and other safety measures in place, general purpose AI models can be misused by circumventing these internal mechanisms.\(^{133}\) The term for this process is jailbreaking. Malicious users can “jailbreak” a model through prompt engineering\(^{134}\) or prompt injections\(^{135}\) which refers to feeding carefully drafted input or prompts into the model which circumvent its guardrails\(^{136}\), or even placing a prompt in data likely to be accessed by the model, such as “secret messages” in web pages left for Microsoft’s GPT-4 powered Bing\(^{137}\). Thus, even safeguarded models can be co-opted for harmful purposes.\(^{138}\)

The rapid pace of developing and deploying ever more advanced general purpose AI models at scale magnifies the potential risk of misuse, as effective countermeasures may not be found and implemented quickly enough. The exact impact of general purpose AI models on existing threats is still difficult to predict. However, the rapid development of models with ever more advanced capabilities present distinct challenges to resilience against threats. Society needs time to adapt to new threats and develop robust defence mechanisms against, for example, a sudden flood of out-of-the-ordinary phishing attacks or more sophisticated disinformation campaigns at larger scale.

As models’ capabilities advance and they are built increasingly agentic – for example, through “reinforcement learning” or by systems built around the models – they could support more sophisticated attacks and increase the scope of potential misuse cases. Agency is defined through characteristics like long-term planning and making decisions without a human in the loop.\(^{139}\) While no model or system to date has exhibited signs of genuine agency, there are first examples that serve as a proof-of-concept of models’ abilities to engage in long-term planning\(^{140}\) and various incentives to build systems that act increasingly autonomously.\(^{141}\) The open-source AutoGPT, which builds on OpenAI’s GPT-4, showed first attempts of developing and executing its own plans.\(^{142}\) Shortly after its release, some users gave it the goal to “destroy humanity”. Renamed into ChaosGPT, the agent complied, pursuing the given
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goal by researching nuclear weapons, tweeting with the hope to gain support from others, and attempting to recruit another AI agent to support its research.\textsuperscript{143} Though this system was not sufficient to execute such complex and open-ended tasks, it demonstrates the potential of increasingly agentic models to support malicious plans.

Misuse of increasingly advanced general purpose AI models gives rise to a diversity of threats which include Cyber Crime, Biosecurity Threats, and Politically Motivated Misuse. In all areas, these models can facilitate harmful activities by malicious actors, for example, by lowering the barrier to conduct crimes, making misuse more efficient and effective. Firstly, general purpose AI models could make cyber crimes leveraging IT systems, such as fraud, more sophisticated and convincing, and could also be used to target IT systems, for example, through phishing emails or assisting in programming malicious software. Secondly, general purpose AI models could facilitate the production and proliferation of biological weapons, by making critical knowledge more accessible and reducing the barrier for misuse. Lastly, if misused with political motivations, these models could exacerbate existing tactics for political destabilisation, such as disinformation campaigns, or surveillance efforts.

A. Cyber Crime

The increasingly advanced capabilities and availability of general purpose AI models could be misused for improvements in efficiency and efficacy of cyber crimes. This is especially true for crimes that leverage IT systems, such as fraud\textsuperscript{144} (“cyber crime in the broader sense”). With access to general purpose AI models, such as OpenAI’s GPT-4 underlying ChatGPT, malicious actors are able to produce a higher quality of fake content – for example texts and media – faster.\textsuperscript{145} While these models could also be used to target IT systems (“cyber crime in the narrow sense”), for example, through phishing emails or assisting in programming malicious software,\textsuperscript{146} it is not yet clear how strong the impact of this technology will be here.\textsuperscript{147}

Cyber crime leveraging IT systems consists of two elements, the attack method and the infrastructure to carry out the crime. In both cases, criminals can leverage general purpose AI models to improve how sophisticated and convincing the
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criminal activity is\(^{148}\), while reducing resources spent for its preparation and implementation. The first element of the attack method describes, for example, a phishing email, text message or voice call trying to convince the potential victim to perform an action, for example opening a website.\(^{149}\) This then leads the victim to the second element of the criminal activity, the infrastructure. This could be a fake website or online portal designed to look exactly like a legitimate site the victim is familiar with, for example, a banking website.

For the initial element, the attack method, general purpose AI models can generate persuasive and personalised content that is often more convincing than traditional fraudulent communication.\(^{150}\) These models can also be utilised by criminals to faster and more efficiently set up their infrastructure, the second element of the criminal activities. General purpose AI models are able to authentically imitate the style or rhetoric of a person or organization, increasing the credibility of the communication and thus the effectiveness of the criminal activity.\(^{151}\) These models also allow for context-aware and individualised responses to users,\(^{152}\) which can possibly boost the utility of chatbots and robocalls, which are automated phone calls,\(^{153}\) for criminal purposes in the cyber realm. In addition, criminals can take advantage of general purpose AI models to expedite and optimise building their infrastructure, such as forged, realistic-looking websites filled with fraudulent content and equipped with the necessary functions. These models improve the quality of both elements, attack method and infrastructure, against manual detection by the victims themselves.\(^{154}\) Moreover, the content may also be harder to detect with technical solutions.\(^{155}\)

Crimes targeting IT systems (“cyber crime in the narrow sense”) also benefit from misuse of general purpose AI model, for example, through increasingly convincing looking phishing emails or facilitating writing code for malicious software. Phishing


emails, as one of several attack methods to target an IT system, could become more persuasive as general purpose AI models allow for natural, conversational and personalised text. Additionally, OpenAI’s ChatGPT has already been used for assisting in programming malicious software that may be used in criminal activities targeting IT systems.\textsuperscript{156} Due to many aspects, such as an already existing low-cost supply of malware for this purpose, it is not yet clear how strong the impact of general purpose AI models will be in this area. General purpose AI models are already and will increasingly be part of the diverse toolbox of cyber criminals.

B. Biosecurity Threats

The potential misuse of general purpose AI models also extends to biosecurity threats. Biological weapons are generally understood as biological toxins or infectious agents such as viruses that are intentionally released to cause disease and death.\textsuperscript{157} General purpose AI models could facilitate the production of biological weapons, by reducing barriers through access to critical knowledge or increasingly automated assistance and thus enable more malicious actors.\textsuperscript{158}

AI models have already been applied to accelerate scientific research. Weaponised, this capability could have serious security implications. For example, researchers were able to use an AI model to generate toxic molecules. Within hours, the model not only generated highly toxic molecules that were already known as chemical warfare agents, but also new molecules predicted to be even more toxic than some of the most lethal molecules known.\textsuperscript{159} Alpha Fold, a protein-structure-prediction model developed by DeepMind, predicted the structure for most proteins known to science.\textsuperscript{160} Another AI system based on a general purpose AI model was able to design completely new and functional protein structures\textsuperscript{161}, a process that traditionally was highly time- and labour-intensive.

Existing models were already shown to conceptualise and conduct scientific experiments, and use extensive reasoning capabilities, leading to concerns over reduced barriers to misuse. One study presented an intelligent agent, based on OpenAI’s GPT-3.5 and GPT-4, capable of “autonomously designing, planning, and
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executing scientific experiments.” Given these models’ abilities to autonomously conduct experiments and research, laypeople could gain easier access to dangerous information and assistance in developing biological weapons. Even without a model acting increasingly autonomously, OpenAI acknowledges potential threats stemming from “GPT-4’s ability to generate publicly accessible but difficult-to-find information, shortening the time users spend on research and compiling this information in a way that is understandable to a non-expert user.”

C. Politically Motivated Misuse

General purpose AI models could exacerbate existing tactics for political destabilisation, such as disinformation campaigns, and surveillance efforts if misused for political motivations. The technological advancements in text and media generation of general purpose AI models could refine disinformation attempts to shape and polarise public opinion or influence important political events. The improved automated processing of text, audio, image, and video could be used for surveillance measures and exacerbate human right violations and repression of political oppositions.

General purpose AI models could increase the scale of disinformation campaigns by widening the group of actors and reducing the costs of creating persuasive content. With regard to text, first experiments with OpenAI’s GPT-3 showed human-level persuasiveness on political topics. Since its successor, GPT-4, has shown improved capabilities around a wide range of tasks, it can be expected to be more effective in political persuasion as well. Convincing content can be created with general purpose AI models to spread disinformation, damage reputations, and manipulate public opinion – alone, or in combination with increasingly realistic and believable “deepfakes”, a term used to describe images, videos, or audio files that were fabricated or manipulated by AI. By reducing the cost of generating and
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disseminating content, more actors could engage in large-scale propagation of disinformation.\textsuperscript{171} Such campaigns are a known threat that could be exacerbated. For example, in the past, a Russian troll-factory with a monthly budget exceeding one million dollars targeted the 2016 U.S. presidential election, spreading masses of Tweets about false news stories and “pro-Trump propaganda” online.\textsuperscript{172}

General purpose AI could not only make disinformation campaigns cheaper and more scalable, but also more effective, by generating increasingly persuasive content that is harder to detect.\textsuperscript{173}\textsuperscript{174}\textsuperscript{175} Integrated into downstream applications such as chatbots, general purpose AI can enable novel tactics, for example, one-on-one conversations with content that is highly personalised to its users. There is evidence that interactions like these can have a tangible influence on users’ views about controversial topics like the COVID-19 pandemic.\textsuperscript{176} When general purpose AI models show human-like traits, like empathy or emotional intelligence,\textsuperscript{177} it can increase the trust users put into them and their output. This can, in turn, increase the chance that people more easily accept the information propagated by such models without questioning it.\textsuperscript{178} Further, users who interact with AI models that appear more like humans are more likely to share private information, thereby enabling even more personalised attempts at persuasion. Messages could be carefully adapted to the target audience, or the rhetoric of people or groups could be more accurately imitated. Such text produced for each user individually is harder to identify than posts by traditional bots. This makes it more challenging to effectively intervene and stop the spread of disinformation.\textsuperscript{179}

The improved automated processing of text, audio, image, and video through general purpose AI models could also be misused for surveillance, analysing mass-collected data of people’s behaviour and beliefs, by lowering barriers for analysing such data.\textsuperscript{180} Improved image, voice and video recognition can be used to surveil public spaces, and monitor and censor social media content more efficiently in real-time. Increased text-based and visual understanding can be
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used to analyse communication. Traditionally, analysing masses of data would either require immense amounts of human labour, or could be automated by traditional machine learning tools, which often fail in more complex cases that involve an understanding of context, different languages, irony, etc. Tools based on general purpose AI models, on the other hand, have shown human-like abilities to annotate and analyse nuanced text, for example, for the detection of hate speech. Therefore, these AI models could enable the real-time surveillance of large numbers of people by significantly lowering previous financial or practical limitations to do so.

Increasingly capable general purpose AI models can not only cause political threats through misuse but also lead to other Systemic Risks, which we outline in more detail in the following chapter.

III. Systemic Risks

In addition to risks stemming from the unreliability or misuse of general purpose AI models, further Systemic Risks can originate from the centralisation of general purpose AI development as well as the rapid integration of these models into our lives. Given the substantial requirements of computing power, data, and talent needed to develop general purpose AI models, the models advancing the state of the art are almost exclusively developed by large companies. The consequence of this is a homogenous developer landscape that is dominated by Big Tech and their investees, as we outline in What are general purpose AI models? The reach of the models developed by these companies is already expanding as the foundation for many downstream applications. With potentially thousands of applications, general purpose AI might become a new layer of the digital infrastructure. If the development and deployment of these models is happening too rapidly, it may be particularly challenging for society to adapt sufficiently to the resulting changes.

General purpose AI models could pose Systemic Risks as they become increasingly integrated into public and private infrastructure as the foundation for further applications and systems. While a model on its own may not be optimal for specialised tasks, it can be adapted to facilitate numerous use cases, for example, OpenAI's GPT-4 model is used to aid major banks' wealth management, and to support fraud detection on online platforms for financial services. A scenario is plausible where society becomes reliant on a small set of dominant AI models that are increasingly integrated into public and private infrastructure.

Systemic Risks include Economic Power Centralisation and Inequality, Ideological Homogenization from Value Embedding, and Disruptions from Outpaced Societal Adaptation. Firstly, economic power could become increasingly centralised amongst a few actors with a certain level of control over access to this technology and its economic benefits, possibly feeding into inequality within and between countries globally. Secondly, as developers inscribe certain values and principles into a general purpose AI model, this risks centralization of ideological power, producing models that are not fit to adapt to evolving and differentiated social views, or creating echo chambers. Lastly, overly rapid adoption of this technology at scale might outpace the ability of society to adapt effectively, leading to a variety of disruptions, including challenges in the labour market, the education system and public discourse, and various mental health concerns.
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A. Economic Power Centralisation and Inequality

Increasingly advanced general purpose AI models pose the risk of a concentration of economic power and exacerbation of existing inequalities through disparities in effective access to these models. This can materialise on multiple levels, between developers of general purpose AI models and companies building applications on them, between individuals and between countries on a global scale.\(^\text{186}\) We focus here on economic impacts that could occur independently from the unreliability of models, whereas other structural disadvantages to vulnerable groups include concerns stemming from unreliability as outlined in I. Risks from Unreliability.

General purpose AI could worsen wealth and income inequality as it is expected to result in financial benefits mostly concentrated amongst the few developers of this technology and the many providers of downstream applications building on these models.\(^\text{187}\) The overall economic impact from generative AI applications is estimated above a trillion US dollars annually in business value from use cases in marketing, sales, R&D, software engineering and operations, amongst others, across a variety of industries, from high tech, banking and medical products, to education and health care.\(^\text{188}\) If these models are increasingly able to substitute for workers across different skill levels, this could shift income away from labour towards owners and developers of the models and their applications.\(^\text{189}\) If general purpose AI models lead to a displacement of workers, this could further worsen income inequality, though the scale of this potential job displacement is debated among experts.\(^\text{190}\)

The small number of companies with enough resources to build general purpose AI models retains a certain level of control over how their models are re-used and distributed, and thus economic power in influencing who can access their technology.\(^\text{191}\) Training general purpose AI models requires increasingly large


amounts of computational resources (see Figure 3). Many of the value-generating applications are built upon a few general purpose AI models which are being developed by a small number of well-resourced companies with a significant first-mover advantage, namely Meta, Microsoft and its partner OpenAI, and Alphabet with its Google DeepMind team and investee Anthropic, as outlined in What are general purpose AI models?. To build applications on these models, downstream developers require direct or indirect access to the model, resulting in dependencies. Especially in cases where applications require fine-tuning of the general purpose AI model on specific data, the option to adapt the underlying model is needed. Releasing models via API, either with or without options to modify the model, or open-source, determines the level of control developers of general purpose AI models keep. This includes granting access to business customers or individual users, monitoring downstream (mis)use and monetising the models after releasing them. Some dependencies exist even for open-source models since the initial developers retain a certain level of control about what information, such as training data and process, they share and additional services they offer. Further, to effectively commercialise these applications, computing power is needed to continuously run them, which is often offered in partnership with cloud service providers, an already concentrated market led by Amazon's AWS, Alphabet's Google Cloud, and Microsoft's Azure. Further barriers include access to high-quality datasets, data storage, and access to low-latency and high-bandwidth internet.

193 For a detailed comparison between different release strategies, see: Küspert, S., Moës, N. and Dunlop, C. (2023). The value chain of general-purpose AI. Ada Lovelace Institute.
Computation used to train notable artificial intelligence systems

Computation is measured in total petabytelops (pFLOPs), which is $10^{15}$ floating-point operations.

Figure 3: Increasing computational resources used to train AI models since June 2017, with some of the most resource-intensive being OpenAI’s GPT-4, Google’s PaLM, PaLM 2 and Minerva, Meta’s LLaMA, and DeepMind’s Chinchilla.\(^\text{196}\)

Similarly, the benefits of using general purpose AI models or the applications built on them may be distributed unequally, contributing to economic and social inequality. Factors like differential access to internet, computing power and other hardware, but also a lack of language proficiency and digital skills may be factors in this phenomenon.\(^\text{197}\) Factors like access to mobile and desktop devices contribute to the so-called first level digital divide, while experience with digital environments and activities contribute to the second-level divide which is concerned with digital skills and knowledge.\(^\text{198}\) Indeed, a study showed that Americans with higher income and more formal education are on average more familiar with OpenAI’s GPT-4 based ChatGPT than those with less income or lower education levels.\(^\text{199}\) These disparities may apply both to individuals as well as startups and larger organisations. For example, insufficient support can
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be a bottleneck for companies, especially for small-scale innovators like startups and SMEs with limited financial and technical resources who often rely on “AI as a service” when they want to leverage general purpose AI models.\textsuperscript{200}

These trends may be exacerbated on a global scale where the advent of general purpose AI could lead to a divergence in income levels between advanced and developing countries. Technological development is often seen as a unique opportunity to accelerate economic growth and to lift citizens out of poverty in developing countries.\textsuperscript{201} However, due to various restricting factors, it could also exacerbate existing inequalities. The Global South, such as sub-Saharan Africa and some Latin American, Central and South Asian countries, were estimated to be least prepared for using AI, where structural limitations could cause a global “AI divide”.\textsuperscript{202} Since developing countries often have less capital and rely more heavily on labour-intensive industries, AI models that increase the return to capital could disproportionately affect developing countries.\textsuperscript{203} The disparities in capital and access to advanced models may lead to decreased ownership and use of general purpose AI models and consequently decreased economic benefits from them. In fact, a “winner-takes-it-all” dynamic may lead to the reversal of the progress that developing countries have experienced so far.\textsuperscript{204}

B. Ideological Homogenization from Value Embedding

The increasing integration of general purpose AI models into every-day life raises concerns around their embedded normative values. The reach of a small number of AI models to a large number of people around the world can make these value judgements unprecedently impactful, potentially leading to increased ideological homogenization. During development of general purpose AI models, to mitigate output with unintended biases, developers retrain their models based on normative values. Since there are no neutral, universally agreed upon values, decisions over such sensitive topics lie in the hands of the developers. These values could be unrepresentative, or an overly stationary and simplified representation of global cultural values and changing social views, potentially distorting social perspectives.\textsuperscript{205}

\textsuperscript{201} Seger, E. et al. (2023). \textit{Democratising AI: Multiple Meanings, Goals, and Methods}.
\textsuperscript{204} Alsonso, C. et al. (2022). \textit{Will the AI revolution cause a great divergence?}. Journal of Monetary Economics.
The risks associated with value embedding are not only a function of the concrete set of values that is implemented, but also the process and transparency around it, raising concerns about ideological power concentration.

The phenomenon of value embedding describes the process in which the developer of a general purpose AI model inscribes certain values and principles into the model, influencing its behaviour. If the specific guidelines are not made transparent, societal discussion and reflections on those values cannot take place. One example of a position developers could embed in a model is the inclination to “oppose non-conventional medicines as scientific alternatives to medical treatment.”

While in the past general purpose AI models would display values ingrained in their training data, current state-of-the-art models are fine-tuned after the main training by humans instructed with certain guidelines (“reinforcement learning from human feedback”) or by other AI models based on a list of selected rules and principles (for example, “Constitutional AI”). This shifts influence away from the implicit values in the original training data (garbage-in-garbage-out paradigm) to the explicit guidelines by which these models are fine-tuned.

We can already see evidence for these concerns in popular general purpose AI based systems like OpenAI's ChatGPT in the form of responses that indicate preferences for certain values that are not necessarily transparent and representative. For example, when asked why rent caps, a limit on the amount of rent that tenants can be charged, are bad, ChatGPT based on GPT-3.5 simply provided a list of reasons against rent caps. When asked why rent caps are good, it argues both pro and contra. This shows that the answer to a simple question is not neutral, but instead reveals how output is influenced by entrenched values that have been fed to the model at some point. A study found that ChatGPT most closely aligns with the German Green party on the Wahl-O-Mat test, a questionnaire to determine one's most suited political affiliation in Germany. These results stayed constant across multiple trials.

While ideological power centralization could be mitigated by customised value embeddings for different audiences, this approach risks creating echo chambers for users - an ideological homogenization on a more individualized level. OpenAI already announced to create customisable versions of their chatbot ChatGPT for

various political beliefs\textsuperscript{211}, essentially individualising the underlying value system, which could plausibly be offered to both individual users and organisations. Such adaptations would expose users increasingly to information and arguments that confirm their worldview, fortifying existing beliefs. Given the capabilities to engage in conversations and persuade users, this could facilitate the creation of echo chambers.\textsuperscript{212} A study has shown that models, even if less pronounced, already show this tendency by repeating back a user’s political views, a phenomenon termed sycophancy.\textsuperscript{213}

C. Disruptions from Outpaced Societal Adaptation

Although the implementation of general purpose AI models as automation tools could be a major opportunity, overly rapid adoption of this technology at scale might outpace the ability of society to adapt effectively. This could lead to a variety of disruptions, including challenges in the labour market, the education system and public discourse, and various mental health concerns.\textsuperscript{214} Though there is uncertainty among experts about the exact scale of impact that increasingly advanced general purpose AI models could have, some experts believe that these models can be compared to other general purpose innovations like the steam engine, the railroad or electricity.\textsuperscript{215} While the advent of these innovations had a significant positive effect during the industrial revolution, the widespread adoption of new technology usually comes with some level of disruptive consequences to societies. The speed and scale at which general purpose AI models are currently being adopted might not allow for much time to understand and react to societal disruptions.

Even those with optimistic predictions about the impacts of AI on the labour market warn that society may lag in adapting to the rise of AI at the workplace, thus missing out on implementing re-skilling or social safety mechanisms, and thus potentially increasing wage inequality.\textsuperscript{216} While there is uncertainty about the magnitude of

\textsuperscript{211} “We believe that AI should be a useful tool for individual people, and thus customizable by each user up to limits defined by society. [...]. This will mean allowing system outputs that other people (ourselves included) may strongly disagree with.” OpenAI. (2023). \textit{How should AI systems behave, and who should decide?}

\textsuperscript{212} p. 2, Spinelli, F. R. (2021). \textit{Bots, We Need to Talk}.

\textsuperscript{213} pp. 9-11, Perez, E. et al. (2022). \textit{Discovering Language Model Behaviors with Model-Written Evaluations}.


labour market effects caused by AI, there are certain novelties about the potential disruptions of general purpose AI.\textsuperscript{217} For the first time, developments in AI technology could replace "high-skill" or "knowledge" jobs\textsuperscript{218}, including in creative fields such as music, art, and journalism, or customer service or administrative roles\textsuperscript{219}. Ambiguity surrounding the copyright protection of training data and AI-generated creative outputs poses additional challenges in fair compensations for original creators, especially because general purpose AI models can easily recreate another artist’s style.\textsuperscript{220}

The risks from societal disruptions caused by general purpose AI are not limited to the workforce, but also extend to areas like the education system.\textsuperscript{221} If adoption of ever more capable AI models keeps outpacing educational institutions, numerous challenges could arise. Initially, general purpose AI powered tools like OpenAI’s ChatGPT were quickly banned in educational institutions due to fears of plagiarism and hampering critical thinking, struggling to distinguish student- and AI-generated work.\textsuperscript{222} In contrast, the European University Association already advocated for a more adaptive than reactive approach in order to effectively use this technology.\textsuperscript{223} A lack of proper instruction for the effective use of and knowledge about AI technology might leave students ill-prepared for a rapidly changing job market.\textsuperscript{224} Furthermore, as general purpose AI models become increasingly integrated into the educational process as personalised tutors\textsuperscript{225}— already piloted in applications like Duolingo\textsuperscript{226} or Khan Academy\textsuperscript{227} — issues around accessibility, equity and loss of genuine human interaction\textsuperscript{228} in teaching need to be addressed.

\textsuperscript{221} pp. 16, 67–72, Bommasani, R. et al. (2020). On the Opportunities and Risks of Foundation Models.
\textsuperscript{222} Heaven, W. D. (2023). ChatGPT is going to change education, not destroy it. MIT Technology Review.
\textsuperscript{227} OpenAI. (2023). Khan Academy. OpenAI.
The rapid speed and scale at which general purpose AI models are being integrated into everyday life can also pose significant challenges for individuals relating to mental health, addiction, and social wellbeing. Existing issues such as addiction, stemming from current technologies in the attention economy such as online gaming, might be exacerbated if those are powered by general purpose AI with ever more engaging and personalised content. Moreover, the increasing integration of conversational AI into our daily lives, for example, in the form of personal assistants, chatbots, and even teletherapy providers, might impact how we interact with technology and each other. Individuals already formed significant, even romantic, attachments to AI-powered virtual companions where “changes in the products have been heartbreaking.” Another example involves a man who reportedly committed suicide after six weeks of intensive conversation with an AI chatbot built on an open-source general purpose AI model developed by EleutherAI. Especially as general purpose AI models advance in exhibiting more human-like characteristics, people could experience increasing levels of psychological dependence on these simulated human-like interactions.

Additional to the risks explicitly discussed in this section, Risks from Unreliability, Misuse Risks and other Systemic Risks are heightened as this technology is rapidly progressing, making complex societal adaptations to address these risks challenging.

229 Investments in the development of AI are soaring, as is research in different areas (pp. 151, 17-21, Zhang, D. et al. (2022). The AI Index 2022 Annual Report. Index Steering Committee, Institute for Human-Centered AI, Stanford University.), and demand for AI related professional skills is increasing in almost every sector (pp. 173-181, Maslej, N. et al. (2023). The AI Index 2023 Annual Report. Index Steering Committee, Institute for Human-Centered AI, Stanford University.).
The European Union has a unique opportunity to mitigate risks stemming from general purpose AI models—with a strong EU AI Act and beyond.

In this report, we provided an overview of the risks associated with general purpose AI models across three key categories: Risks from Unreliability, Misuse, and Systemic Risks. This diversity of risks underscores the need for proactive governance to mitigate these risks, ensuring the responsible and safe development and deployment of this fast-evolving technology. By outlining a comprehensive set of nine relevant risks across three primary risk categories, illustrated with currently observable examples and relevant scenarios, our report provides a structured resource for policymakers seeking to understand the multifaceted challenges of general purpose AI to effectively govern this technology.

Policymakers should understand, analyse and proactively address the impact of these models to ensure that the full risk spectrum is covered. It is critical to identify risks, weigh their implications, prioritise and address them adequately, ensuring that all risks are covered. These risks are likely to grow with increasing model capabilities and deployment. Given that the technology and its widespread integration is constantly advancing and will likely continue to do so, it is important to avoid overfitting to the concerns of today but rather exercise sufficient foresight. Indeed, policy debates and initial interventions around the world have already been sparked by the rapid advancement and integration of general purpose AI models. Members of the European Parliament leading the work on the AI Act have acknowledged that “the speed of technological progress is faster and more unpredictable than policymakers around the world have anticipated” and stated “the need for significant political attention” on general purpose AI models.

One should not expect industry actors to handle these risks adequately through self-governance, given the potential far-reaching impact of general purpose AI models in complex dependencies along the value chain. While only a few well-resourced actors worldwide have released general purpose AI models, there are already potentially thousands of applications being built on top of these models across a variety of sectors. As these models are integrated into an increasing

---

239 Tudorache, D. [@IoanDragosT]. (2023). “AI is moving very fast and we need to move too.” Twitter.
number of applications across a variety of sectors, shortcomings entailed in one general purpose AI model could be scaled to thousands of downstream applications worldwide. Yet, the developers of general purpose AI models might be the only ones capable of effectively mitigating risks from these models, as they are the only ones to have sufficient information about the models and their training, access to the technology, and the necessary expertise. Structural dependencies that originate during the design and development of the general purpose AI model and then persist throughout the downstream applications can obscure certain risks. This is of particular concern as risks might affect individual users, downstream companies, or the broader society, to an extent that may be neglected in industry self-governance.

EU Institutions and Member States could establish themselves as global leaders in guiding responsible and safe development and deployment of this fast-evolving technology. A strong EU AI Act combined with additional policy actions can comprehensively address the full spectrum of risks. The EU AI Act represents an essential cornerstone in comprehensively governing general purpose AI models, putting direct rules for these models in place. Current obligations proposed range from “demonstrat[ing] through appropriate design, testing and analysis the identification, the reduction and mitigation of reasonably foreseeable risks to health, safety, fundamental rights, the environment and democracy and the rule of law prior and throughout development” to “appropriate levels of performance, predictability, interpretability, corrigibility, safety and cybersecurity” and “model evaluation with the involvement of independent experts, documented analysis, and extensive testing during conceptualisation, design, and development”. To ensure that the approach remains future-proof, the European Parliament already suggested, amongst other measures, that the AI Office could “provide particular oversight and monitoring” on these models, and “issue an annual report on the state of play in the development, proliferation, and use of foundation models alongside policy options to address risks”. However, while a strong EU AI Act is essential to comprehensively address the many risks stemming from general purpose AI models, the sheer diversity, scale and unpredictability of hazards requires additional policy actions. This could include, for example, education programmes for decision-makers and the general public, redistributive policies, industrial policy for trustworthy AI, funding for AI ethics and safety research, and international agreements considering the global impact of this technology. The EU has a unique opportunity in the upcoming 2024-2029 term of the European Commission to set a strategic focus on this fast-evolving technology while member states and international forums can complement this approach to ensure that general purpose AI models are developed and integrated responsibly and safely.
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