Rules for Fair Digital Campaigning

What Risks Are Associated with Online Political Advertising and What Reforms Are Necessary in Germany
Executive Summary

Election campaigns and other political campaigns have long moved from the street to the web. Online, political parties and other political organizations reach many people at once using their own channels in social networks, their own apps and messenger groups as well as advertising and influencers. This trend has not only been visible in the US, the UK and France for years, but is seen in Germany as well: German parties alone paid an estimated 1.5 million euros for roughly 80,000 ads on Facebook and Google during the 2019 European Parliament elections, which were seen millions of times. Political parties, but also other political advertisers, can use ads on social networks to present their positions, criticize their opponents, recruit volunteers and drive donations.

This online political campaigning, in part fueled by targeted ads on social media, is based on different foundations than traditional political advertising on TV and on the street. Paid political communication online is data-driven, personalized and happens on digital ad platforms. Based on personal behavioral data collected on the web and on mobile devices, ad platforms create profiles of voters. Political parties and other organizations can use this breadth of data, which is not available offline, to target groups according to certain (assumed) preferences and dislikes. The breadth and depth of behavioral data also helps platforms’ algorithms show political messages to exactly those people who are most likely to interact with them. Apart from that, political campaigns can more easily and more often test how their messages work among what populations – often without users knowing about this. None of this is possible in the same way with poster campaigns, postal mailings and personal voter outreach on the street.

It is a positive and necessary development that German political parties and campaigns try to reach voters and supporters on the web. Yet, the rise of political online advertising also comes with potential risks for individuals and society. Firstly, political online advertising in its current form can harden societal tensions: Narrowly targeted advertising, aimed at homogeneous groups, can lead to people only receiving messages that reinforce their own views and their fears of the other side. For these are likely the ads that users will “like” and share. Secondly, well-financed interests can flood the online information environment with their ads and can thus drown out other political opinions. Thirdly, online political advertising remains opaque despite some transparency measures. The high number of ads and their algorithmic delivery make counter speech and public interest scrutiny, as the media and citizens do for traditional ads, hardly possible. This opens the door for potential discrimination and negative campaigning, which remains unseen and unopposed.
Germany is ill-equipped to deal with the technological changes and the associated potential risks seen in online political advertising. Existing rules and laws for political advertising were developed for the offline sphere and can barely offer protection anymore. For example, there are clear rules for postal mailings as to what demographic data may be used by whom for that. For behavioral microtargeting online, it is mostly platforms themselves deciding how targeting works. The European General Data Protection Regulation can at times limit microtargeting but has weaknesses in other parts regarding profiling. Broadcasting regulation in Germany ensures that even rich advertisers cannot flood the airwaves. Similar restrictions could be part of the newly created Interstate Media Treaty, which remains vague on this, though. Voluntary, self-regulatory measures exhibit serious flaws, too: To enable at least a little bit of public interest scrutiny and partly under pressure from the EU, platforms have developed political ad archives. These databases collecting political advertising are meant to allow an analysis of what political groups target voters with what messages. However, the archives are error-prone and offer citizens and researchers only rudimentary information. Transparency reporting obligations for political parties are rudimentary, too, revealing little information on ad spending.

The lack of clear guidelines for paid political communication online is a danger for free, open, pluralistic political debates. Election campaigns in the US, the UK and many other countries have shown this over the past couple of years. Even though Germany has a different political system and a different political culture, lawmakers in Germany should be active in finding ways to address these risks that exist in this country as well. Therefore, rules on political advertising should be updated and expanded. The following measures should be discussed to safeguard elections and political debates.

The most urgent task is to prevent online political advertising from being tailored very narrowly to the (assumed) identity traits of voters and from mostly trying to strengthen their existing positions and fears. To that end, legislators should set clear limits for political microtargeting. Targeting and delivering political ads should only be allowed using some limited demographic data, and it should be prohibited to use comprehensive personal, also inferred, behavioral data for this. Voluntary microtargeting restrictions by some companies have to be expanded and made mandatory across platforms. A minimum size for target groups could also help in making political advertisers address bigger, more heterogeneous groups and not narrowly target citizens’ preferences and fears, which might heighten polarization. This could also be achieved with financial incentives, such as discounts for large, heterogeneous target
groups. Moreover, users should have better ways to decide for themselves if and how they see political advertising.

A sort of quota for political online ads, as seen in broadcasting regulation, could be one way to prevent user feeds being flooded with ads. But it would have to be completely revamped for the online space and have different criteria than offline. For that to work, an updated definition of political advertising is necessary, which acknowledges the specific characteristics of the online sphere. Tiered spending caps could also be discussed as potential solutions.

Campaign finance oversight in general should be expanded, so that not only political parties are covered, but also paid communication of other political movements and organizations. There should be verification mechanisms for political advertisers that do not rely solely on the platforms’ definitions. Financial reports should be enhanced as well to provide more details on digital ad spending, among other things.

There should be certain transparency and accountability requirements for platforms to allow public interest scrutiny of political online advertising. This should include mandatory ad archives with standards for expanded, detailed information on ad targeting and ad delivery criteria. Transparency reporting on platforms’ ad practices should be required. While many companies already have policies on ad content, less is known about the way targeting and algorithmic ad delivery works. Expanded mandatory reporting could make it easier for external observers to check corporate policies against actual ad practices. Subsequently, tech companies could be urged to allow independent auditing of their ad algorithms.

The lack of transparency and accountability requirements reveal how little oversight there is for large platforms’ data-driven, algorithmic ad business model. Germany should advocate at the European level to change this. Oversight mechanisms will be part of the discussions for the Digital Services Act, for example. This would be a suitable place to codify things like industry-wide reporting requirements. Such oversight mechanisms should acknowledge differences in size and market power between platforms. It should also be clearly spelled out who transparency measures are supposed to be for, what they are supposed to achieve and who is supposed to check them. For example, ad archives are not only helpful for users themselves, but especially for researchers and independent oversight bodies, and should thus take into account their needs as well. If this enables studies to help improve under-
standing of political advertising, citizens benefit indirectly. Ad disclaimers in users’ feeds benefit users directly and should be designed in a way that users have options to take action on how political ads are displayed to them. External checks of these transparency guidelines and measures are necessary. For that, it is important to ensure that the oversight body is legitimized by parliaments, independent from government and industry, and equipped with expertise, budgetary resources and sanctioning powers. The discussions on industry oversight should ideally be held at the EU level as well.

More and more, election campaigns and political movements are built online. Political parties and other political advertisers already spend millions on ads on social media, video portals and search engines. These large digital ad platforms offer different opportunities for paid political communication than offline. It should be elected officials who determine rules for this and not private companies.
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1. Introduction

*In many respects, online advertising is a lens through which one can view each of the threats and benefits of the Internet for democracy.*
— Kofi Annan Commission on Elections and Democracy in the Digital Age\(^1\)

Political advertising on social media platforms, search engines and video portals is largely governed by rules made for TV and radio, by corporate rules or no rules at all. This has left the door open for political advertisers and digital ad platforms to not only adapt tried-and-true campaign strategies to the online sphere, but also to come up with novel data-driven approaches to voter communication. Online advertising allows campaigns to reach out to voters at a lower price and much more narrowly, yet also at a much larger scale, than offline. Large organizations and small campaigns, well-known incumbents and upstart candidates alike appreciate and rely on these advertising services provided by big tech companies. Ads are not only or even primarily used to persuade voters from other parties to switch allegiance, but to create visibility for causes, to mobilize voters, to gain new members, to gather people's personal information for campaign databases and to drive volunteering and donating. While this can be helpful for political discussions and voter empowerment, certain risks also emerge: Parties and other advertisers can know much more about voters than before, without these voters realizing they are being profiled. They can segment the voting population much more narrowly, thanks to the behavioral data collected by platforms and made available to the advertisers. The sheer number of ads alone allows wealthy campaigners to crowd out other voices and distort debates. At this volume, outside observers such as journalists and researchers find it hard to keep track and call out potentially discriminatory ad campaigns. It is relatively cheap and easy to engage in negative campaigning and to pay to spread disinformation at scale. While unpaid content on social media and messengers is likely the main driver for disinformation, paid content containing disinformation can still be shared and widely circulated long after the ad budget has been depleted.

Germany is ill-equipped to deal with the technological changes and the associated potential risks seen in online political advertising. In traditional media, the country has had strong boundaries in place for political advertising.

---

“Targeting” on traditional broadcasting is not nearly as granular as online and not based on personal behavioral data. Media regulation further helps ensure fair competition on TV and radio. Political parties are obliged to report their finances and large donations must be made public. Yet, the existing legislative framework is not prepared to address algorithmic ad delivery by dominating platforms, issues related to hundreds of thousands of ads being displayed to millions of users in the days leading up to an election and a growing set of political advertisers, not just parties, targeting homogeneous, receptive audiences with tailored messages and paid influencers.

There has been little sustained public and political debate on these issues in Germany because they seem distant and insignificant. The country has not seen negative campaigning like in the UK or foreign election interference aided by platform ads like in the US. The German electoral, media and political party systems are viewed as a bulwark against such dangers. Besides, European data protection laws make targeted political advertising next to impossible, the thinking might go, and German political parties lack the data, the financial means and the expertise to mount sophisticated ad campaigns on social media like in the US anyways. Not to mention that the effectiveness of online advertising has been questioned, at least for commercial advertising.²

However, with political campaigns moving online, not just because of the COVID-19 pandemic, the possibilities of advertising on digital platforms could become more and more attractive to various political campaigners. The benefits of this development could be wiped out if associated risks are not addressed. Political campaigns all over the world, including in Germany, are already pouring money into search engine and social media ads. The combined spend of the biggest German parties for Facebook and Google ads in the 2019 European Parliament elections was around 1.5 million euros,³ with hundreds of ads being displayed to users every day. In other European countries, these numbers are much higher, and US budgets are in a different league altogether,

---
where some presidential candidates spend millions of dollars in a week.\textsuperscript{4} Depending on the context, they do get results in some cases: In 2016, the presidential campaign of Donald Trump “designed a Custom List of everyone who had interacted with one of Trump’s Facebook pages during the primaries, then sent those people targeted ads asking for donations. The ads cost three hundred and twenty-eight thousand dollars; they raised $1.32 million, a net gain of a million dollars in a single day.”\textsuperscript{5} In essence, large ad platforms make similar opportunities available to political campaigners in Germany and the EU as well.

For now (and maybe for the next couple of years), when referring to platforms, this mostly means Facebook/Instagram and Google/YouTube, which are the dominating ad platforms online.\textsuperscript{6} But the term could essentially refer to most closed commercial advertising platforms capturing voter data and voter attention, be they video or audio streaming services, social networking apps or new services that are coming along in the future.

So, the fact that Germany has so far not seen wide-scale negative campaigning and election interference via ad campaigns should not lead to legislative complacency. Rather, German lawmakers now have the opportunity to develop rules that continue to ensure fair political competition in the online sphere, especially since most Germans oppose personalized political messaging\textsuperscript{7}: They can establish guidelines that counteract ad practices that can distort political debates, limit big-money interference and provide better insights into how political online ads work. They can also contribute to debates on these issues on the European level, especially in view of the planned Digital Services Act (DSA), when it comes to EU-wide independent oversight mechanisms of online advertising business practices. Online political advertising may seem like a minor issue in Germany. But tackling associated risks raises deeper questions: Who can pay to reach and persuade voters? What limitations should be in place for that (if any)? How can platforms and advertisers be held accountable for their roles in paid political campaigning online?


Other countries grappling with online political advertising issues have already taken steps to modernize their respective laws.\(^8\) Ireland, for example, is developing legislation aimed at online political ads transparency, based on recommendations by an interdepartmental group.\(^9\) The European Commission also seeks to address transparency issues, for example in the planned European Democracy Action Plan\(^10\) and potentially the upcoming DSA. US senators have introduced a bill aiming to align online ad rules with traditional broadcast rules.\(^11\) In Canada, new transparency rules for online political ads have been established as part of a larger electoral reform.\(^12\) The International Grand Committee on Disinformation and “Fake News”, bringing together parliamentarians from around the world, has called for a moratorium on certain online political advertising.\(^13\) Civil society and academic reports have pointed out the need for action on political ads online as well.\(^14\)

---


While political ads only make up a tiny portion of platforms’ massive advertising business, platforms themselves have acknowledged and started to address the outsized risks that come with them. A few tech practitioners even demand further changes. Corporate action is welcome and necessary, especially in the absence of legislative measures. However, it should not be private companies setting the rules for paid political online communication. Instead, it should be elected representatives. Unfortunately, the incentives for either platforms or political decision-makers to set boundaries for political online advertising are scant: Platforms might fear intrusions into their targeted advertising business model, which is the basis for a lot the risks associated with online political advertising. Political parties and other advertisers, meanwhile, might want to prevent interference in their voter reach-out out of self-interest. German legislators nonetheless have the responsibility to ensure that a fair and open political competition can be carried out online. They should therefore gather expertise from the tech sector as well as from academia, civil society, regulatory bodies and other governments, and then take the lead in developing a legislative framework mindful of the specific characteristics and risks of online political advertising (see table 1).

The paper analyzes some of the main risks for political debates associated with political advertising as well as the gaps in existing German and EU regulation to address these risks. It collects and develops several policy recommendations that help to ensure fair, open and pluralistic paid political campaigning online.

---


The remainder of this introduction includes some reflections on a definition for political advertising as well as on the issue of transparency in political advertising. The following chapters then have three parts each:

- First, a potential risk associated with online political advertising is laid out.
- Second, the shortcomings of existing rules to tackle the specific characteristics of this risk in the online sphere are highlighted.
- Third, policy options to address the potential risk are discussed.

The concluding chapter looks at the overall challenges again, summarizes the policy recommendations and prioritizes them.

Table 1. What distinguishes social media political ads from traditional political advertising*

<table>
<thead>
<tr>
<th></th>
<th>Online platform advertising</th>
<th>Traditional offline advertising</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of delivery</strong></td>
<td>Algorithmic ad delivery carried out by platforms’ artificial intelligence (AI) (advertisers have no influence over this)</td>
<td>Ad delivery carried out by editors and/or automated systems</td>
</tr>
<tr>
<td></td>
<td>Advertisers often buy engagement-driven ad “outcomes” such as clicks or website visits</td>
<td>Advertisers usually buy ad “space” like airtime or a page in a paper</td>
</tr>
<tr>
<td><strong>Targeting options</strong></td>
<td>Granular behavioral targeting: Ads are shown to users based on their (supposed) behavior, gleaned from their browsing history, which is used to make assessments of their attitudes, likes, dislikes and, ultimately, identity traits</td>
<td>Contextual targeting: Ads are shown to users based on what they are looking at, for example, a campaign could place ads in a fashion magazine for young people to target potential first-time voters</td>
</tr>
<tr>
<td><strong>Feedback options</strong></td>
<td>Instantaneous interaction with/among voters possible</td>
<td>No immediate voter feedback possible</td>
</tr>
<tr>
<td></td>
<td>Ad campaigns can be used as a sort of live polling opportunity to figure out what grabs people’s attention (often without voters’ knowledge)</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Scale and reach</th>
<th>Large audiences (for big platforms)</th>
<th>Large audiences (for TV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheap and fast</td>
<td>Expensive and slow</td>
<td></td>
</tr>
<tr>
<td>Usually not part of an editorial offer</td>
<td>Often part of an editorial offer</td>
<td></td>
</tr>
<tr>
<td>Oversight</td>
<td>Mostly self-regulation</td>
<td>Clear regulation (for broadcasting)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self-regulation with ethics body (for print)</td>
</tr>
</tbody>
</table>

*It is important to note that talking of “online advertising” and “offline advertising” is a generalization. Even the term “online advertising” is very general: First, there are some differences between ads being placed on websites via ad exchanges and ads on social media platforms. Ad exchanges can have serious privacy implications for users, along with other significant risks. They are excluded from this analysis solely for reasons of brevity. This paper focuses on political ads on platforms such as Facebook, Instagram, Snapchat, TikTok and YouTube. Secondly, these social media platforms have different “digital architectures” and relatedly, advertising options vary somewhat, both among ad companies and within, for instance, regarding the types of ads, the audience, the reach, the algorithmic delivery, targeting options, where ads are placed (before or within a video, for instance) and the way ads are displayed differently for different users (like logged-in and logged-out users). Google can serve as an example: Its Search service offers contextual advertising based on users’ searches, enriched with behavioral data, whereas its YouTube service focuses much more on behavioral targeting (whether there are differences for logged-in and logged-out users is not entirely clear). Facebook, in turn, relies overwhelmingly on behavioral targeting. Despite these differences, most large, closed, commercial platforms share the general contours of a targeted-ad-based business model.*


1.1 Defining political advertising

Definitions for political advertising vary among tech companies.\(^2\) Both researchers\(^2\) and political campaign practitioners\(^2\) criticize such inconsistencies. In the case of definitions, they have practical effects regarding transparency and accountability measures such as determining disclosure requirements.\(^2\) More fundamentally, definition making has been left to companies in the first place. Parliaments often did not have a say in this process and neither they nor oversight bodies nor researchers have a reliable way of checking what ads end up being considered political and labeled as such.

Finding a clear, cross-platform definition involves difficult questions regarding the delineations of different political advertisers and regarding freedom of speech, which this paper will not address comprehensively. When developing a definition, lawmakers (or, in the German case, the state media authorities, which are working on a definition within the scope of the Interstate Media Treaty) should involve diverse stakeholders such as scientific experts from various fields, regulators, civil society activists, independent user experience designers, platform representatives and engineers as well as voters themselves. Ideally, any stakeholder consultation would be conducted at the European level. While there are differences in election law, media regulation and campaigning techniques and rules in Europe, a common baseline definition of political advertising in the EU would be beneficial for regulators, voters and the platforms themselves.

Determining whether a paid message is political advertising should consider both the advertiser and the issue discussed. This is the approach already taken


\(^2\) Sessa-Hawkins and Sridharan, “MapLight’s Guide to Political Ad Transparency on Facebook, Twitter, and Google.”
by many of the big platforms\textsuperscript{24} as well as Irish\textsuperscript{25} and Canadian\textsuperscript{26} legislators, for instance. It assumes that certain actors such as political figures, parties and candidates are always engaging in political advertising, whenever they pay to reach people. At the same time, this approach acknowledges that other actors also engage in political advertising, when they pay to address legislative or political issues. Including such issue ads makes for a fairly broad definition of political ads. With a narrower definition, focused on just candidate ads and ads before elections, it might be easier to enforce certain rules (such as disclaimer obligations). But a wider definition is necessary to include the range of political advertisers using platform ads. For example, it would be unfair if a candidate’s or parliamentarian’s paid post on a certain bill or social issue had to adhere to political advertising rules, whereas a lobby group’s ad on that same bill or issue did not. Thus, political advertisers are not only parties or candidates, but also others paying to reach people regarding political issues. What constitutes a political issue varies from time to time and country to country, making a clear definition hard. Yet, in any case, it should not be solely platforms deciding what counts as a political issue.\textsuperscript{27} For governmental agencies, there might have to be exceptions, when there is a need to inform the public on certain issues, for instance in the case of a pandemic. But even in this case, there should be clear guidelines spelled out in law.

Definitions should cover paid political content regardless of how it is spread, i.e. whether advertisers pay for an ad or pay for an influencer to spread their message. It should also not distinguish between different types of content online, i.e. whether political advertisers pay for static images or audiovisual messages to be boosted. The latter could be the case in Germany, depending on how the Interstate Media Treaty is interpreted (see 3.2). For the online ad space, this distinction is obsolete and should not apply. Any possible legal restrictions should apply to all media types on platforms.

As a practical first step, though, platforms should not wait for this legislative definition-finding process to be concluded. Instead, existing transparency

\textsuperscript{24} CITAP Digital Politics, “Platform Advertising.”


measures such as disclaimer rules and the ad archives should include all advertising, commercial and political. Currently, categorizing and removing political ads is largely done by platform’s AI systems based on corporate political advertising definitions. Inherent flaws and dangers in this set-up could be circumvented if no distinction between political and commercial ads was made.

1.2 Defining transparency

As there is still little opportunity for studies and oversight, one of the core ideas of many of the proposals on a regulatory framework for political online ads involves creating transparency. It could help users and regulators understand the online ad sphere better, the thinking often goes. This is indeed an important pillar of any policy response, but it requires an appreciation of what is meant by transparency and what is supposed to be achieved by it. At the very minimum, transparency surrounding online ad practices allows legislators to make suitable policy in this field.\(^{28}\) It can help voters understand who is paying to influence them, and help them call out misleading or derogatory advertising. Yet, transparency can also overwhelm people, if it just means giving users lots of complex information without any context. There are other limitations to transparency.\(^{29}\) Therefore, it is necessary to define who the proposed transparency tools and reports are addressing and what they are to be used for. What, for instance, is the purpose of providing more detailed information on political advertisers, what are unintended consequences? Why can it be helpful to bring targeting and delivery options out into the open and who benefits from that? How can it be ensured that transparency reports are checked by competent, independent authorities in a timely manner?

For example, comprehensive platform ad archives seem more suitable for an expert audience such as regulators, scientists and journalists (creating indirect transparency), while easy-to-read disclaimers right in the user feeds could be helpful for users themselves (direct transparency).\(^{30}\) That is not to

---


say that each tool should necessarily either cater to only experts or only to non-experts (for details on the tools, see 4.3). Still, defining the audience more precisely is crucial, as “ambiguity cedes ground to industry (and other) actors to determine their own understanding of what information needs to be disclosed and how”.31

What seems clear, though, is that any transparency requirements for online ad platforms and online political advertisers will go beyond the rules for traditional offline ads. This is justified due to the different characteristics of online advertising, especially the fact that vast amounts of personal behavioral data are being used for targeted advertising (see table 1 above). For instance, users might want to learn more about the targeting criteria of an online ad than an offline ad, simply because there are more behavioral targeting criteria available and these are more privacy-invasive than offline targeting.

Many actors, from platforms over legislators to researchers and political parties, have to work together to create suitable transparency mechanisms and, generally, to ensure fair online political advertising. Parliaments should, however, play a leading role in determining the overarching framework for paid political communications and reclaim rule-making power regarding political ads from tech companies. Parliamentary responses to the technological change in political advertising were slow and, in the meantime, corporate action was necessary and welcome. But it should be elected decision makers again who decide what requirements are in place and how they are checked, based on consultations with diverse stakeholders.

2. How to Prevent Distortions of Political Debates via Political Online Advertising

2.1 Need for action due to behavioral microtargeting

With behavioral ad targeting, it is possible to pay to distort political debates. It can lead to people seeing mostly ads with messages that reinforce their own attitudes and leanings, which can, in turn, further entrench their positions in already heated societal debates and heighten polarization. It can foster negative campaigning and disinformation in the quest to appeal to users’ assumed identity traits. As a hypothetical case, ad platforms might infer that a group of users identifies with a movement to stop immigration to Europe and will most likely only engage with ads that support that position or discredit opposite positions. They can then deliver ads with such messages to that group of users.

Such microtargeting is at the core of many large digital platforms like Facebook. Microtargeting does not necessarily mean targeting a small audience, but one with narrowly defined, rather homogeneous characteristics: “Simply put, a micro-targeted audience receives a message tailored to one or several specific characteristic(s).” Examples of this can be found not only in the USA, but also in Europe: In the United Kingdom, for instance, voters have been targeted based on demographic data such as gender and age, but also because they were expected to be swing voters. The amount of behavioral data that ad platforms have and infer on users is much bigger than offline and it is much more granular (see case in point 1).

---


Case in point 1: Lots of granular personal data used for behavioral microtargeting

Figure 1: Simplified process of ad targeting and ad delivery on digital platforms

Advertisers, whether political or commercial, benefit from grouping users into categories, so that they can serve ads to those most likely to engage with the message. Advertising categories exist online as well. But online, user profiles can contain much more (and more granular) information on people’s behavior, because advertisers and platforms can track users’ movements around the internet and on their mobile devices. A range of data points such as “likes”, browsing habits and

---


location can be used to infer people’s behaviors and preferences. Advertisers can then use these profiles to target people.

Additionally, it has to be remembered that it is the platforms’ advertising delivery algorithms which determine what user groups see what ad in the end. This process is also based on advertising categories and personal user data. Algorithmic ad delivery remains out of the control of both advertisers and users. It can have unintended consequences, such as recommending discriminatory targeting categories. Even if advertisers did not mean to do this, it was shown that ad delivery algorithms might have discriminatory effects.39

Behavioral microtargeting does not cause societal divides. In fact, there are also advantages to microtargeting, for example, if it is used to increase overall voter turnout. Nonetheless, it might amplify tensions in society, partly because of the way online ad platforms are built.

Like no other information and ad space before, the online space offers advertisers and ad platforms vast and deep information on user engagement. Content posted online, paid or unpaid, can be easily and instantaneously tracked and analyzed. Real-time digital analytics have transformed newsrooms, as journalist Ezra Klein details for the US context: Editors and journalists are shaped by the gamified analytics tools they use, showing them right away what content is being shared the most. Klein argues that attention-driven media and advertising platforms tend to favor identity-focused content because

---


39 For example, discriminatory ad targeting options at Facebook were only changed after external observers pointed them out, see Daniel Golden, “Facebook Moves to Prevent Advertisers From Targeting Haters,” ProPublica, September 15, 2017, https://www.propublica.org/article/facebook-moves-to-prevent-advertisers-from-targeting-haters.


“social platforms are about curating and expressing a public-facing identity. They’re about saying I’m a person who cares about this, likes that, and loathes this other thing. They are about signaling the groups you belong to and, just as important, the groups you don’t belong to.”43 Ad targeting (by the advertisers) and ad delivery (by the platforms) can exploit this by appealing to voters’ identities as well. This is what can drive polarization and negative campaigning, as it is often not a rational policy argument that taps into people’s hopes and fears (see case in point 2 further below).

The key risk associated with behavioral microtargeting is therefore not only that advertisers might promise one audience one thing and another audience the opposite. Facebook, in particular, was worried about its targeting tools being used for that.44 This is not the major way how microtargeting might distort political debates and amplify polarization, though. It turns out that behavioral microtargeting is more readily used by advertisers to hammer home the same message to an audience over and over again – an audience the data shows is receptive to this message. Take the following example: If you have a voter segment that you can bank on because you have delivered the message they want to hear time and again (“I will protect the border!”, “I will protect the climate!”), there is no need to make opposing promises to another group. If anything, you can run ads discouraging the opposing group from voting altogether.45

Microtargeting might also contribute to distorted societal divides because it is discriminatory. Ad targeting, by definition, is discriminatory, whether online or offline: Some users see a message and others do not. But online behavioral


45 This is apparently what happened during Donald Trump’s Facebook ad campaign during the 2016 US presidential elections, as Steven Levy reports: “‘They were just showing only the right message to the right people,’ says the tech executive familiar with the techniques. ‘To one person it’s immigration, to one person it’s jobs, to one person it’s military strength. And they are building this beautiful audience. It got so crazy by the end that they would run the campaigns in areas where he was about to give a stump speech and find out what was resonating in that area. They would modify the stump speech in real time, based on the marketing.’ (...) And what did the Trump people do when they found an audience for whom nothing resonated, implying that they weren’t likely to vote for Trump? To those people, they ran anti-Hillary ads, hoping to discourage anti-Trumpers from voting at all.” Levy.
targeting allows this discrimination to be much more specific and much less observable, due to the amount and depth of personal data that is available to large online platforms.46 Paying to send political messages to only certain groups and depriving other parts of the population of this information can distort democratic discourse.47 One hypothetical case is a negative ad campaign, perhaps one vilifying certain people and spreading lies. It would be bad enough if an online campaign like that could reach much more people much faster than a poster in the street could. Yet, a bigger risk for the polarization of society might be that digital platforms would enable the advertiser to send such messages to exactly those people who are likely to engage with it, while at the same time hiding the message from the view of other people, be they voters, researchers or journalists. Here, it becomes clear that new risks regarding online political advertising are not necessarily related to ad content. There are already ways laid out in the constitution and in criminal law to deal with potentially illegal content. What is new and unaddressed is the microtargeted, algorithmic, discriminatory ad delivery that might contribute to distorted political debates.

Voters are often not aware that such discriminatory profiling for political advertising is happening.48 In the EU, two thirds of respondents to a survey said they are worried that personal data would be used to target them with political messages.49 A majority of German respondents in a different survey had low acceptability rates for personalized messages from political campaigns.50 If many users are unaware that their personal data is used for showing them political ads, it is quite possible that they are also not aware their personal engagement with these ads is, in turn, used by advertisers: The engagement metrics of an advertising campaign can serve as a type of poll for advertisers, helping them figure out what messages, appearance and candidates are

working best. Apart from risks for the individual of unwittingly being part of an ad-testing experiment, there is also a societal danger, if advertisers rely on people's moods expressed on social media: Social media users are not representative of society, so the political agenda can be skewed by aligning topics and priorities according to just online discussions.

Moreover, connected to this data-driven voter segmentation is a heightened risk of privacy breaches, again driven by the amount and the sensitivity of personal data used in online political advertising. Lastly, on a more abstract level, it is questionable whether data-driven surveillance to figure out voters' intentions and beliefs in detail is necessary in a democracy in the first place.

2.2 Weaknesses of existing rules and measures

There is no regulation that can stop polarization, either online or offline, nor should there ever be. But the danger of having debates distorted and polarized by paid political communication are nonetheless more pronounced with targeted online advertising because some of the limitations and data protection rules in place for traditional advertising are not suitable for the digital realm.


Common options for offline political advertising available in Germany face natural and/or legal limitations. These restrictions on targeting opportunities somewhat blunt the associated dangers for distorted and polarized debates:

- Overall, offline ads largely rely on rather broad demographic targeting (in the case of mailings and posters) and/or contextual targeting (for example, in a paper or on TV). Such contextual targeting, like choosing to air an ad during a live sporting event or during a soap opera, is also rather broad. Behavioral targeting based on personal voter data is uncommon.

- Broadcasting ads, as the name suggests, are usually not targeted to narrow audiences. TV and radio ads are not driven by personal behavioral data, making microtargeting hard. Furthermore, TV ads are limited by available airtime. There are also clear legal rules: Only political parties can advertise on radio and TV and they can only do that ahead of elections (see 3.2).

- Parties could use print ads in different magazines according to what audience should be addressed. Behavioral targeting is hardly possible and relies on little personal voter data, though. Like TV airtime, newspapers can also run out of space and ads in papers are expensive.

- Election posters in the street might carry different slogans in rural and urban areas, for example. But overall, posters are about as public as advertising gets, and they typically only appear during election campaigns.55

- For postal mailings, targeting options are legally limited: Political parties can only access official registries shortly ahead of elections and must delete that data later.56 They can only ask for limited data categories, such as people between the ages of 18 and 22, if they want to reach potential first-time voters.57 Parties and other political advertisers could use address brokers to send postal mailings, but targeting is limited to aggregated households here.58

---

55 In Germany, rules for election posters are handled at the local level. Who can advertise in public is at times up to the discretion of municipalities and subject to road traffic law. Commonly, political parties are allowed to advertise on the street between four to seven weeks ahead of an election, see psu, “Wahlplakate: Die Rechtslage zur Parteienwerbung,” Deutsche Anwaltskunft, October 8, 2018, https://anwaltsauskunft.de/magazin/gesellschaft/staat-behoerden/wahlplakate-die-rechtslage-zur-parteienwerbung.


Taken together, in offline advertising, it is hard to either barrage people with the same message to drive home a point over a long period of time and/or to trigger specific groups' identity with precisely tailored slogans. Such activities, which can distort debates and amplify polarization, can be relatively easily executed online, though.

**Case in point 2: Negative campaigning in the UK elections**

The ad targeting and delivery opportunities afforded to campaigners online can be used to test what messages appeal to voters the most. This is not unusual and new, as advertisers can test messaging offline as well, and it is also not inherently bad. However, it can lead to a scourge of negative campaign ads, if sensationalist, personalized attack ads turn out to be the most engaging on social media. For the 2019 UK elections, this is apparently what happened.\(^5^9\) This might mark a change from the 2017 elections, where researchers found that Facebook ads were at least not more negative than other advertising.\(^6^0\) For the 2019 vote, a researcher with the NGO Who Targets Me, which aims to shed some light on Facebook advertising, said “negative messages on Brexit that can drive voters towards polarising opinions are becoming more refined”.\(^6^1\) The election showed not only that ad targeting might strengthen polarization. It also highlighted how parties use ads for feedback on their general campaign: Ads were used to get people’s personal contact information by having them sign up for newsletters or fill out surveys.\(^6^2\)

---


60. Nick Anstead et al., “Political Advertising on Facebook: The Case of the 2017 United Kingdom General Election” (European Consortium of Political Research Annual General Meeting, Hamburg, 2018), [https://pdfs.semanticscholar.org/f423/74ed6138b0fd258d7b2ff70999f9f700c93.pdf](https://pdfs.semanticscholar.org/f423/74ed6138b0fd258d7b2ff70999f9f700c93.pdf); similarly, for the US, it was found that Facebook ads are not more negative than TV ads, but more ideologically driven and less issue-focused, see Erika Franklin Fowler et al., “Political Advertising Online and Offline,” May 18, 2018, [https://web.stanford.edu/~gimartin/papers/Ads_Online_and_Offline_Working.pdf](https://web.stanford.edu/~gimartin/papers/Ads_Online_and_Offline_Working.pdf).


62. Manthorpe, “Boris Johnson Team Posts Hundreds of Facebook Ads to Test Campaign Messages.”
Large digital platforms offer opportunities for constant, microtargeted advertising, often with little to no physical or legal boundaries. For example, user feeds on Facebook or TikTok do not ever run out of space, are not dedicated news products that people consume deliberately (such as a newspaper) and are not bound by specific targeting limitations (seen for postal mailings, for instance). The characteristics of online advertising thus make it much easier to contribute to segmented news and ad spaces, where people are largely confronted with messages that are designed to speak to their preferences and identities, based on personal data collection and profiling.

Such data collection and profiling are subject to European data protection rules. The EU’s General Data Protection Regulation (GDPR) gives users more data protection rights than in other parts of the world. Many data usages available to political campaigners in, say, the US are not available for German campaigns.\(^63\) For instance, rules regarding informed consent for data processing as well as limits to data collection and purposes for data use are pillars of the GDPR that political advertisers, like other data processors, need to adhere to. The GDPR also gives users the right to object to direct marketing. The rules put limits to location-based tracking such as geofencing, which is common in election campaigns in other parts of the world\(^64\). Tracking users with cookies is more difficult in Europe than elsewhere, too.\(^65\) Using custom lists to cross-check with Facebook’s database for ad purposes (“Custom

---


64 Bashyakarla et al., “Personal Data,” 72–75.

65 This is regulated in the e-privacy directive (not just the GDPR), see Dobber, Fathaigh, and Borgesius, “The Regulation of Online Political Micro-Targeting in Europe,” 6–7; the planned e-privacy regulation could be a key legislative reform in dealing with user tracking online, which has implications for online (political) ads, see Malte Engeler, “Die ePrivacy-Verordnung im Rat der Europäischen Union: Eine aktuelle Bestandsaufnahme,” PinG Privacy in Germany, no. 4 (2018): 146–47, 149, https://www.pingdigital.de/ce/die-eprivacy-verordnung-im-rat-der-europaeischen-union/_sid/DNXW-604887-W44f/detail.html; the reform process has been stuck for years, though.
Audiences”) requires users’ consent. German parties also do not seem to use “Facebook pixels”, a tracking tool common in US campaigns.

Yet, even with the GDPR, existing rules for the online space have so far not been able to set limits with similar effects as offline ad limitations. To be sure, this is not the GDPR’s primary intent. It does not prohibit either targeting or the algorithmic ad delivery. In fact, direct marketing is explicitly mentioned as a “legitimate interest” for personal data collection and use. The data protection rules do include some restrictions for profiling, though, if it “produces legal effects” on users. This provision has not been used in practice much regarding online advertising, where profiling is nonetheless rampant. German data protection authorities and the Data Ethics Commission have called for clearer transparency guidelines in this area, highlighting a regulatory gap regarding profiling. There are also shortcomings in dealing with data inferences. For example, consent rules on sensitive personal data such as health data and data on political ideology are stricter than for other data. Even though users might provide some sensitive data voluntarily (such as writing “I support Party X” or “liking” a campaign’s Facebook page), they are often ill-informed about how such data might be used, despite clear requirements in the GDPR. Moreover, tech companies also infer political leanings, attitudes, behaviors and, ultimately, identity traits through seemingly innocuous other data (such


as commenting on certain posts or “liking” certain pages). The platforms, along with advertisers themselves, gain information from tracking voters across the web and their mobile devices, and the GDPR is not well-equipped to handle these data inferences on its own. Even if those preferences and identities inferred from behavioral data does not align with users’ actual preferences (which can happen quite often), these flawed inferred profiles still shape what advertising users see. There is little chance for users to correct their profiles, if they do not even know what data is used to make inferences and create profiles.

2.3 Policy options

Restrictions for behavioral microtargeting

Opaque, discriminating and distorting behavioral microtargeting should be limited for online political advertising for the sake of ensuring fair and open political debates. Specifically, rules should be in place as to what data and data sources can be used for political ad purposes. For instance, there could be a set list of data that can be used for ad targeting (concerning advertisers) and ad delivery (concerning ad platforms). This could be electoral district, age and gender. Only this data could then be used for online political ads: No sensitive data, inferred data and other data from platforms’ user profiles can be used. Platforms and advertisers should not be allowed to use advertisers’ databases for platform advertising. Using external databases for platform advertising should not be allowed, unless it is a publicly available voter list. This mirrors similar rules in existence offline, where parties have limited opportunities to use the population register for election ads. Citizens can object to this data use. This opt-out procedure could be replaced by an opt-in procedure.


Such rules could inhibit behavioral advertising and geotargeting, but still allow advertisers to tailor messages to certain parts of the population, which can be useful to address the constituents in their districts or first-time voters, for instance. There are compelling cases for banning targeted advertising altogether.\footnote{Gilead Edelman, “Why Don’t We Just Ban Targeted Advertising?,” \textit{Wired}, March 22, 2020, \url{https://www.wired.com/story/why-dont-we-just-ban-targeted-advertising/}; Rahman and Teachout, “From Private Bads to Public Goods”; David Dayen, “Ban Targeted Advertising,” \textit{The New Republic}, April 10, 2018, \url{https://newrepublic.com/article/147887/ban-targeted-advertising-facebook-google}.} Especially with a view to political advertising, though, a ban might hurt smaller, non-incumbent political advertisers, who rely on paying to reach their (initial) audience.\footnote{Cf. Daniel Kreiss and Matt Perault, “Four Ways to Fix Social Media’s Political Ads Problem – Without Banning Them,” \textit{The New York Times}, November 16, 2019, sec. Opinion, \url{https://www.nytimes.com/2019/11/16/opinion/twitter-facebook-political-ads.html}.} Also, it is unclear what financing model would replace targeted ad revenues at platforms such as Facebook and YouTube. One obvious choice, a subscription-based (freemium) or fee-based model, might potentially exclude poorer people from access to social networks and thus some political debates.

Some platforms have already moved to restrict targeting. Google, for instance, has restricted targeting options for political ads to age, gender and postal code.\footnote{Scott Spencer, “An Update on Our Political Ads Policy,” \textit{Google}, November 20, 2019, \url{https://blog.google/technology/ads/update-our-political-ads-policy/}.} Such voluntary measures should be made mandatory across platforms. Otherwise, there is little chance to check enforcement and platforms could stop the measures at any time.

**Minimum audience sizes for microtargeting**

Appealing to more people at once could blunt negative and identity-appealing advertising. There would be more opportunities for other voters and researchers to call out disinformation and engage in counter speech, for instance.\footnote{Reddit, for example, requires US political advertisers to allow comments on ads for at least 24 hours, a means to encourage discussion on ads, see “Reddit Advertising Policy,” Reddit Help, 2020, \url{https://www.reddithelp.com/en/categories/advertising/ad-review/reddit-advertising-policy}; Spandana Singh, “Reddit’s Intriguing Approach to Political Advertising Transparency,” \textit{Slate}, May 1, 2020, \url{https://slate.com/technology/2020/05/reddit-political-advertising-transparency.html}.} Hence, there could be a required minimum audience size for a target group, as regulators, academics and Silicon Valley tech entrepreneurs have recom-
mended.76 The size of a group could, for example, correspond to the sizes of electoral districts. Financial incentives could also be envisioned on microtargeting: The larger and more heterogeneous the audience is, the cheaper the ad campaign becomes.77 An idea like this highlights how important it is to have a clear definition of political advertising (see 1.1), working advertiser verification mechanisms (see 3.3) and mandatory transparency reports (see 4.3).

Counter speech could also be encouraged if advertisers had the chance to respond to their political opponents. This could mean that advertisers could target the exact same audience of their opponents.78 For this, platforms would have to implement functioning advertiser verifications (see 3.3) and ad archives (see 4.3).

Enhanced data protection and privacy controls for users
Since ad platforms rely on gathering a lot of user data and inferring likes, dislikes and identity traits from this data for behavioral targeting, users should be able to know about and control how platforms go about these inferences and how advertisers use them. Voters everywhere in Europe should have easy access to information on their rights under the GDPR and easy ways to exercise them, especially the right to object to data processing for direct marketing purposes. Strict enforcement by national data protection authorities of rules on profiling, purpose limitations and data minimization, both towards advertisers and platforms, could also help. Yet, the GDPR is a “necessary but not a sufficient protection” regarding microtargeting.79

Therefore, clarifying and enhancing the GDPR with a view to profiling and advertising is necessary. It needs to be clearer what the limits for data inferences


78 Kreiss and Perault, “Four Ways to Fix Social Media’s Political Ads Problem – Without Banning Them.”

and user tracking there are. Similar to hard restrictions on microtargeting (see above), the idea is to limit the amount and type of data that campaigns and platforms can use to target people, since all algorithmic advertising online is driven by personal data gathered and inferred by big companies. This could disincentivize building up huge databases with voters' profiling information. It might also help reduce divisive and polarizing ad content, if advertisers cannot appeal to people's identities and presumed preferences based on a lot of behavioral data. There could also be the chance for more people seeing and calling out negative campaigning and ads with disinformation.

Moreover, users should have the chance to see and change the behavioral profile advertisers and platforms have on them. Some platforms are moving in this direction already by offering certain user controls. Facebook, for example, provides some very basic insights into users' ad profiles. However, current privacy controls often do not stop the platforms from receiving data from advertisers and from using personal data to train their ad delivery algorithms. Other serious flaws remain: Companies' disclosures at times lack meaningful information on what data is being used and inferred. Users lack control and awareness of how they can be targeted. Many options are opt-out by default. Therefore, tech companies should provide users with more easily

81 Cf. Gary and Soltani, “First Things First.”
83 This has been argued by Weintraub, “Don't Abolish Political Ads on Social Media. Stop Microtargeting.”; but there is also opposition, saying that banning microtargeting will not deal with misleading claims or negative ads, see Kafka, “Facebook’s Political Ad Problem, Explained by an Expert”; certainly, a limit to microtargeting would not be the single solution to prevent negative campaigning or the spread of disinformation; reforms in various, interconnected policy fields are necessary for that, see Julian Jaursch, “Regulatory Reactions to Disinformation: How Germany and the EU Are Trying to Tackle Opinion Manipulation on Digital Platforms” (Berlin: Stiftung Neue Verantwortung, October 22, 2019), https://www.stiftung-nv.de/sites/default/files/regulatory_reactions_to_disinformation_in_germany_and_the_eu.pdf.
86 Bogost and Madrigal, “How Facebook Works for Trump.”
accessible privacy controls and improved disclosures on what personal data is used and how. These controls should include options for users to take concrete actions, such as turning off data collection for certain types of ads.

Platforms should also make design choices that support users' competences to understand and contextualize the paid (and unpaid) content they see online. This concerns especially the way ads are displayed and what disclaimers they have (see 4.3).

**Self-commitments for fair data-driven campaigns**

Most social media platforms’ business models are predicated on offering vast targeting advertising opportunities to advertisers, which is why keeping an eye this “supply side” of political advertising is so important. But the “demand side” is also crucial: Political advertisers bear a responsibility for using the vast opportunities for targeting voters that digital platforms afford. This responsibility is especially pertinent for political advertisers because they do not sell goods and services, but market ideas and candidates that shape democratic processes for everyone. At the very least, advertisers could voluntarily refrain from certain uses of platforms’ offers or to make their use transparent. If self-restraint does not work, legislators should mandate political advertisers to restrict their data-driven advertising. Unsurprisingly, neither self-commitments nor meaningful legislative action have emerged in this field, due to concerns that they could hurt parties' own outreach.

Political parties could set an example by agreeing on a cross-party self-commitment ahead of the next election. NGOs, associations and other political advertisers should explicitly be invited to join and improve the agreed-upon code of conduct over time. Parties could pledge, for instance, to refrain from

---


using behavioral data for advertising, targeting people based on their (inferred) vulnerabilities, spreading disinformation, doxing opponents, seeking to demobilize voter groups and tracking users on the web and via their mobile phones. They could commit to clear labeling/imprints on their ads, to adhere to minimum sizes of their target audiences, to displaying certain ads without any targeting criteria and to conduct data protection impact assessments ahead of each election season. Campaigns have always gotten heated, dirty and personal, but the opportunities available for political advertisers online make such transgressions easier. Therefore, clear commitments for fair online campaigns are valuable.

So far, reaching cross-party agreement in Germany has been unsuccessful. With the current set-up of both state and federal parliaments, finding such agreement will continue to be hard. In North Rhine-Westphalia, an attempt by the Greens to get others on board with a draft “fairness treaty” failed miserably in 2017 because parties did not want to cooperate with each other.\textsuperscript{91} Parties did not succeed in establishing joint standards ahead of the 2017 federal elections, either. Only individual party pledges were published. For example, the German Green party stated they opposed microtargeting as seen in the US, but they still said that targeting voters was part of a professional campaign. Their “self-commitment for a fair 2017 federal election” also included the pledge to clearly label party messages and to refrain from spreading disinformation.\textsuperscript{92}

If parties themselves do not step up, other political advertisers and/or activists could take the lead and push for a consensus among the parties later. Ireland provides an example in this regard. Ahead of the February 2020 elections, a group of academics and activists drew up a short “fair play pledge” for online campaigning that eventually most parties signed on to.\textsuperscript{93} In the absence of clear legislation on online political ads and communication, it was used as a


point of reference for unfair campaign tactics. In Austria, too, activists succeeded in getting most parties on board with a digital campaigning fairness and transparency pledge in 2017.

In Germany, a cross-party self-commitment to a code of conduct that specifically addresses online political campaigning issues is still missing. Even if there were a code of conduct, it would be voluntary and likely lack sanctions. Therefore, ideally, a legislative discussion would clarify what rules should apply for what political communication. Parties and other political advertisers have little incentives to restrict their own campaigning. However, elected officials should look beyond their own legislative terms and consider what guidelines would help fair digital campaigning in the long run. Especially with a view to future election campaigns and new political advertisers, this is necessary.

---


3. How to Minimize the Risk of Big-Money Interference via Political Online Advertising

3.1 Need for action due to zone-flooding

By flooding social media feeds, video portals and search engine result pages with ads, political advertisers can use the scale and algorithmic delivery of online advertising to crowd out opposing voices. Any political advertiser with deep pockets, be it a little-known outside political campaign or an established incumbent candidate, can buy their way into people’s online news and information space. In the hypothetical case that a political advertiser had a substantial amount of money at its disposal (maybe from a big donation or an inheritance), they could easily pay to reach millions of people in a short amount of time on a social network. This would come at the expense of financially weaker political actors. In commercial advertising, such a distribution of power might be justifiable, in political marketing, it raises questions about fair political competition (see case in point 3).

Such zone-flooding96 is a form of discrimination in favor of moneyed advertisers, which can lead to other political opinions and candidates with less financial clout being drowned out. Policy issues addressed in hundreds or thousands of ads are discussed among voters and in the media, and the advertiser’s name recognition goes up.97 With financial backing, a political topic or position can thus be boosted, creating an artificially inflated discussion around it, or it can be framed in a certain way. For instance, buying thousands of ads that only talk about migration in security and defense terms might lead to a political debate that does not focus much on other perspectives on the


97 A most commonly used example comes from the US, where Michael Bloomberg’s presidential election ads on Facebook received more than 1.6 billion views, see Julia Carrie Wong, Michael Barton, and Joseph Smith, “$45m, 1.6bn Views and ‘Crazy Donald’: How Bloomberg Bought Your Facebook Feed,” The Guardian, February 21, 2020, https://www.theguardian.com/us-news/2020/feb/21/mike-bloomberg-facebook-ad-campaign.
topic. It is noteworthy that this option to reach millions of German voters is also available for actors from abroad.

Case in point 3: How to use Facebook ads to become the biggest party in the Netherlands

In the Netherlands, political parties receive subsidies based on their number of members. Each January 1, the member count determines the subsidies. According to research by Dutch journalists, the party Forum for Democracy (FvD) used Facebook ads in November and December 2019 to attract new members, generating millions of impressions. The party likely spent more than 240,000 euros on the campaign. That is more than the four governing parties spent combined in over a year. In the end, 9,000 people signed up as new party members ahead of the deadline (probably not all because of the ad campaign, though), making FvD the biggest party in the Netherlands. The new members’ annual fees alone rake in at least 225,000 euros and adding the subsidies, that number reaches around 300,000 euros.

The FvD’s campaign may have violated data protection rules and skirted transparency guidelines by obscuring the source funding for advertising. Apart from that, the big-money ad push is not illegal. In any case, it shows how political advertising can alter the political landscape.

3.2 Weaknesses of existing rules and measures

In the traditional offline ad world, Germany has limitations and transparency requirements in place to deal with the risk of big-money interference via political advertising. Broadcasting regulation and the law on political parties touch upon this. Fitting guidelines are missing for the online ad space.

Current broadcasting regulation has limited political advertising on traditional TV and radio and thus prevented zone-flooding. These rules are laid down in the Interstate Broadcasting Treaty, Germany’s key legislation on broadcasting defined by the federal states, and each states’ specific broadcasting and media laws. Generally speaking, there is a differentiation between commer-

Broadcasting regulation:
Limits on political ads on TV


99 Using Facebook’s Ad Library despite its flaws (see 4.2), it seems the VVD, CDA and Christenunie spent 48,440 euros, 71,539 euros and 5,677 euros, respectively, between March 2019 and mid-April 2020, for a total of 125,656 euros. D66 apparently did not spend any money on Facebook ads.
cial advertising and “ads of a political, ideological or religious kind”. The latter type is prohibited and this prohibition also includes online audiovisual media outlets such as broadcasters’ web offers. An exception is in place only ahead of elections and then only for political parties. Furthermore, in those cases, broadcasters cannot charge political parties for running ads beyond the costs they incur. The overall ad distribution considers all parties running in an election: Broadcasters are expected to adhere to the standard of “graded equality of opportunities” for party political ads, allotting airtime based on a number of factors. Electoral success in the previous election is key, but other parameters include party size, number of members and years of existence. For example, the German opposition parties get at least two ads and the biggest party should not have more than five times the airtime of smaller parties. This is mostly to ensure that small parties are not drowned out by bigger ones. Overall, these rules make it hard for political parties to gain an undue advantage via TV ads, because they cannot flood the airwaves, even if they had a lot of money to do so.

Print ads, meanwhile, are not limited by rules in the Broadcasting Treaty. There does exist a voluntary, self-regulatory ethics code for print media that includes some disclaimer rules on advertising. But print ads are quite expensive, making any flooding more costly than on the online ad duopoly of Facebook and Google. The Interstate Media Treaty, which updates the Interstate Broadcasting Treaty, continues Germany’s long-held regulatory stance regarding political ads on radio and TV. The treaty is a major reform of German broadcast and media


101 § 68 (2) MStV-E, Staatskanzlei Rheinland-Pfalz; similar rules are found in German states’ individual broadcasting laws.

102 For national private broadcasters, this is not laid down in law, but in a nonbinding recommendation by the state media authorities (for other broadcasters, the state broadcasting laws apply), see Die Medienanstalten, “Leitfaden der Medienanstalten zu den Wahlsendezeiten für politische Parteien im bundesweit verbreiteten privaten Rundfunk” (Berlin: Die Medienanstalten, March 27, 2019), https://www.medienanstalt-nrw.de/fileadmin/user_upload/ifm-nrw/Service/Rechtsgrundlagen/Leitfaden_Medienanstalten-Wahlsendezeiten-politische-Parteien-im-bundesweit-verbreiteten-privaten-Rundfunk_2019.pdf.

103 § 8 (9) MStV-E, Staatskanzlei Rheinland-Pfalz, “Staatsvertrag zur Modernisierung der Medienordnung in Deutschland: Entwurf.”
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regulation. For the first time ever, media regulation in Germany is set to cover social media companies, search engines and online video portals: Ad platforms such as Facebook, Google and YouTube will likely fall under German media regulation soon. While creating some oversight rules for big tech companies is a welcome move, the draft does leave some open questions, especially regarding political advertising online. The state media authorities are developing statutes to accompany the treaty that will address some of these questions. For example, it is yet to be determined how political advertising is defined in detail and it is unclear what platforms are covered by political advertising rules in what way. New disclaimer rules for political advertising also need to be spelled out: For political ads, it is no longer enough merely to disclose that it is an advertisement, but the advertiser or source needs to be disclosed now as well. What this disclaimer requirement means in practice, is still to be seen.

Apart from transparency requirements in media regulation, German law aims to create some openness regarding campaign financing and foreign interference. Political parties are required to submit an annual report on their income and expenditures, including campaign costs, to the president of the German parliament (“Bundestag”). In these reports, they must also publish donors (with their names and addresses), if their donations exceed 10,000 euros. Donations from abroad are only allowed in certain circumstances. The parliament’s president can task external accountants with cross-checking the reports if

104 The European Commission has criticized the draft as violating EU law in certain instances. It is possible the treaty, once passed, will end up being discussed by the European Court of Justice, see Marc Liesching, “EU Kommission: Medienstaatsvertrag verstößt gegen EU-Recht,” beck-blog, April 29, 2020, https://community.beck.de/2020/04/29/eu-kommission-medienstaatsvertrag-verstoessst-gegen-eu-recht.


106 § 22 (1) MStV-E, Staatskanzlei Rheinland-Pfalz, “Staatsvertrag zur Modernisierung der Medienordnung in Deutschland: Entwurf.”

mistakes are suspected and can, ultimately, levy fines. These rules, laid down in the law on political parties, allow the parliamentary administration to check undue (foreign) financial interference in the German political process. It also enables interested citizens as well as researchers to get some idea of who is financing German political parties and what these parties are spending their money on.

This oversight mechanism has been criticized because it is rather open to partisan capture, considering the president of the Bundestag is a partisan politician traditionally from the parliament’s biggest faction. Furthermore, the task of evaluating the annual reports falls to a small number of experts in the Bundestag administration. This leads to serious weaknesses in campaign finance auditing. One obvious result is the delay in publishing the reports, which hinders public interest scrutiny. For example, the reports for 2017 (when elections to the federal parliament were held) were published only in January 2019. By then, reading up on what donors gave what amount of money to what parties is rather pointless with regards to the actual election campaign (even if donations above 50,000 euros have to be disclosed immediately). Also, the reports themselves are not meant to provide detailed information on parties' ad spending. Under “costs of election campaigns”, there is no further distinction made regarding ad buys.

The reports are only required for political parties. But online, almost anyone can buy political advertisement. Non-party ad activities are not captured anywhere beyond the platforms’ own ad archives (see 4.2). Legal scholars

---


and the Bundestag administration itself have grappled with a related issue for years, which could be acerbated by the online ad environment: How can “parallel actions” be accounted for? This refers to outside financing of events or media that benefit a certain party, without being directly coordinated with that party. Detecting and accounting for such parallel actions is hard already in the offline sphere (see case in point 4). Online, it is even trickier due to the opacity of platform ad targeting and algorithmic delivery, combined with the sheer number of ads that can be distributed in a short time. Current rules do not reflect these potential dangers of the online ad space.

Case in point 4: Shady campaign financing for a German party’s offline and online advertising

Journalists have exposed potential campaign finance violations by the German party Alternative für Deutschland (AfD). Wealthy supporters apparently sought a way to lend a hand to the party without their names appearing in public donors’ lists at the Bundestag administration, similar to how “Super PACs” allow large anonymous donations in the US. For example, a Swiss company indirectly financed advertising material in support of the AfD. The most visible aspect of this ad campaign was a widely distributed pro-AfD print magazine as well as street posters, the cost of which dwarfed official campaign budgets for the AfD and its competitors. But there was also online advertising involved: According to investigative reporting by German journalists, that money bought AfD-friendly ads on Google. The party maintained it never coordinated with the Swiss company.


The Bundestag administration as campaign finance oversight body later became active based on journalistic reporting and has already fined the AfD in some cases for illegal campaign financing. This campaign financing scandal shows how hidden donations can evade oversight, and how this can be exploited for offline and online advertising.

3.3 Policy options

Limiting the volume of political ads online
To address zone-flooding, the number of political ads on platforms needs to be reduced. A quota, distantly related to the principle of graded equal opportunity from broadcasting, could be of help here. Based on certain criteria, political advertisers could be allotted a maximum number of ads. The criteria from broadcasting would have to expanded considerably and adapted to the online world. For instance, political advertisers that are not parties need to be included. A minimum volume could be related to the ads per week instead of airtime in minutes. A fair and dynamic quota system is preferable to a political advertising ban, which could potentially hurt smaller and lesser known advertisers. Nonetheless, many questions around political ads restrictions remain open (see table 2).
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Table 2: Open questions on restricting political ads to address zone-flooding

<table>
<thead>
<tr>
<th>When are political ads restricted?</th>
<th>Whose political ads are restricted?</th>
<th>Are the number of ads or is the amount spent limited?</th>
<th>Are ad limitations relative or absolute?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Restrictions/bans would need to be in place year-round to address zone-flooding (blackout phases or only allowing ads during a certain time window would not address zone-flooding)</td>
<td>Restrictions need to include candidate, party and issue ads → clear definition is essential</td>
<td>Spending caps would be part of a larger debate on campaign financing</td>
<td>Absolute spending/volume caps would address zone-flooding but might hurt small advertisers</td>
</tr>
<tr>
<td>General ban might put smaller advertisers at a disadvantage</td>
<td></td>
<td></td>
<td>Relative spending/volume caps could address zone-flooding → would need to be adapted for the online sphere</td>
</tr>
</tbody>
</table>

Any exceptions make enforcement more difficult*

*Twitter, for example, generally does not allow candidates or politicians to buy ads. Government agencies may do that, though. Ads on legislative processes are forbidden, while ads on political topics not directly related to a piece of legislation are fine. Enforcing these distinctions comes with a financial cost for platforms as well as a societal cost by leaving decision-making on such issues with companies.

If European legislators (or, in Germany, state media authorities within the framework of the Interstate Media Treaty) decide to restrict political online advertising, this could help prevent zone-flooding. However, in that case, the difficult and important considerations on such restrictions should be discussed in an open process to account for the specific characteristics of political advertising online and to prevent potential discriminations. Over the long term, decisions on this should not be made solely by public authorities at the federal state level, but by legislators at the EU level.

Any ad limitations incur certain free speech issues, as they restrict people's and organizations' ability to make their voices heard. However, these restrictions only apply when people want to pay to place messages in other people's news and information space. There is precedent in German broadcasting regulation for such restrictions. Even political parties, who under Article 21 of the Basic Law are specifically tasked with supporting citizens' “political will-formation”, face such limitations in broadcasting. Parties, candidates, politicians, political
organizations and citizens would still not be bound by any other law than the constitution, if they want to speak out on any political topic.\textsuperscript{117} Just paying to reach voters would have some boundaries.

**Campaign spending caps**

Capping expenditures on political advertising or political campaigning more generally could help prevent zone-flooding, the practice of advertisers buying their way into many people’s social media feeds. In other countries, similar measures are already in place.\textsuperscript{118} In the UK, for instance, there are definitions of political advertisers and limits for campaign spending.\textsuperscript{119} Due to differences in political culture and electoral law, rules from different countries cannot be adopted in Germany or throughout the EU in the same way. More generally, the same caveats mentioned for restrictions on the number of ads (see table 2 above) apply to restrictions on the spending on ads. For example, spending caps in absolute terms might put smaller advertisers at a disadvantage, who cannot rely on larger online followings to reach people. These considerations should not, however, put off necessary discussions on improving financial transparency regarding both sources and expenditure of campaign money. Introducing some hurdles for political advertisers, established and checked by independent, pluralistic bodies, can help in dealing with the risk of zone-flooding.

**Mandatory political advertiser verifications**

Clearly defining and potentially limiting political advertising to prevent zone-flooding on social media would, of course, not prevent bad actors from trying to circumvent the rules. For example, if there were restrictions on the number of ads a party could run (see above), the party could attempt to use different accounts from political foundations or other supporters, or even try to set up shell companies to buy more ads. Therefore, additional self-commitments by reputable political advertisers (see 2.3) and expanded transparency tools for independent public interest scrutiny (see 4.3) are necessary. It will be especially crucial to improve platform verification mechanisms, make them mandatory and have them checked by an independent body.

\textsuperscript{117} Platforms could have their own, stricter guidelines on what is allowed. If that is the case and political ads are removed, platforms should be required to explain the removal, see Singh, “Special Delivery,” 60–61.

\textsuperscript{118} ACE Electoral Knowledge Network, “Political Advertising and Campaign Spending Limits,” 2020, https://aceproject.org/ace-en/topics/me/mea/mec04/mec04b03.

Big platforms such as Facebook and Google have set up verification mechanisms for political advertisers. Google has even expanded the requirement for advertisers to verify themselves to all advertisers, commercial and political. These voluntary “know your customer” measures are helpful, but they have shortcomings that need to be addressed. Verification mechanisms differ across platforms, making it at times easier and harder for political advertisers to pay to get their messages out, and making it tough for outside observers to check the mechanism in any case. Verification requirements can also be rather easily circumvented, leading to some political ads not being included in platforms' ad archives. Platforms should continue to invest in improvements to their verification processes. If voluntary actions do not suffice, mandatory rules with options for sanctions by an independent body should be instituted. For example, platforms could be required to report on their verification processes, including any errors in falsely verifying political ad accounts.

Even if obligations for platforms to develop (better) advertiser verifications were instituted, this issue entails deeper questions beyond platforms’ responsibilities. Verifying whether a candidate or organization is a political advertiser should not rest solely with platforms, as is currently the case for the online space, at least in Germany. For example, in the US, Google requires advertisers to provide their Federal Election Commission ID, if they want to buy political advertising, allowing for a cross-check with an independent body. Similar IDs do not exist in Germany. The Federal Returning Officer keeps a list only of political parties, so a cross-check with this list would miss many of the other political advertisers online. More importantly, though, the Federal Returning Officer has no mandate in anything related to campaign finance or oversight but is exclusively responsible for the supervision of the proper conduct of federal and European Parliament elections. Furthermore, the
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head of the agency is appointed by the federal government, which has been criticized as opening the body to partisan capture.\textsuperscript{125} Taken together, the role of the Federal Returning Officer would have to be revamped and expanded, if it were to participate in the verification of political advertisers. Alternatively, a new system for registering not only political parties but also other political organizations would have to be established in Germany. Other countries, albeit with different electoral systems, have such distinctions. For example, the UK’s Electoral Commission deals with parties, candidates and “non-party campaigners”\textsuperscript{126}

**Enhanced campaign finance auditing**

Expanded campaign finance oversight would not only support verification processes that help in addressing zone-flooding (see above). There are more political advertisers than before who can fairly easily and cheaply reach many people. Modernizing transparency and accountability rules for political campaigns are thus also necessary in general to deal with these changed circumstances for paid political communication.

Annual finance reports, that are already required for political parties, could be expanded to allow the auditing body more insights into campaign financing. For example, campaign expenditures could be itemized in greater detail to show what advertising costs were incurred for what advertising platforms. Disclosures for donations could be enhanced, as these could be and have been used for political campaigning. The current threshold for donations that need to be published in the annual reports is 10,000 euros. This threshold could be reduced.\textsuperscript{127} The threshold for immediate publication is 50,000 euros, which the Council of Europe has repeatedly advised to lower as well.\textsuperscript{128} More detailed information about financial backers from non-EU countries could place more scrutiny on potential foreign interference.

\textsuperscript{125} von Achenbach, “No Case for Legal Interventionism."

\textsuperscript{126} The Electoral Commission, “Campaign Spending.”


Requiring such revamped reporting raises some new questions. Currently, specific rules are only in place for political parties to publicly account for their income and expenditures. There are no such transparency obligations for other political advertisers (although they might have to publish reports as well, depending on their legal form of organization). This creates a potentially discriminatory discrepancy between the reporting requirements for a small Bundestag party compared to a large civil society or economic lobbying organization, for instance. It highlights once more the need for an overarching political advertising definition (see 1.1) that includes not only political parties but captures other political campaigners as well, including issue-based campaigns. This touches upon the difficult topic of “parallel actions”, when non-party outsiders support candidates or parties.

Increasing not only the level of detail of reporting but also the number of organizations required to deliver reports would put a huge additional strain on the existing, relatively small expert team in the Bundestag administration dealing with this. Therefore, resources for the Bundestag administration have to be increased. It could also be considered to find a different auditing system to address the “faulty design”\(^{129}\) of having the parliament check political parties’ accounting reports in the first place (see 3.2). For example, German legislators could empower an independent body of external auditors to improve financial transparency and accountability in political campaigning.\(^{130}\) Whether this means bolstering existing organizations such as the “Bundesrechnungshof” (federal audit office), as has been suggested\(^{131}\), or creating a new one, it is crucial to ensure the auditors’ independence and to equip them with enough resources to adequately do their job.\(^{132}\)

To be sure, it is legally difficult to oversee political campaigning, especially if it does not emanate from parties: Questions of privacy and freedom of expression come into play when discussing how transparent political donations and activities for political causes should be. Political parties and other campaigners
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129 von Notz, “Dritte im Bunde.”
132 Another fairly obvious choice would be the “Bundeswahlleiter” (federal returning officer), but this office could be prone to partisan influence as well, as its head is appointed by the government, see von Achenbach, “No Case for Legal Interventionism”; von Notz, “Dritte im Bunde.”
might feel hindered in their ability to reach voters. Those are just some of the reasons why reforming the law on political parties has been a contentious issue for decades, without substantial developments regarding campaign financing. Yet, there is precedent for requiring financial transparency from political campaigners, at least towards auditors but also to the public. Political donors need to publish their names and addresses, when donating more than 10,000 euros to political parties, for instance. Furthermore, legal scholars and activists have already made reform proposals that could help inform the debate. For example, a clear definition of political campaigns and safeguards against censorship should be considered, such as ample time for campaigns to register ahead of elections.

Self-commitments for fair campaign financing

In the absence of far-reaching campaign finance rules and oversight, political advertisers could take a first self-regulatory step towards improved campaign financing transparency themselves. This mirrors the proposed self-commitment for fair data use in digital political campaigns (see 2.3). For instance, political parties and other political advertisers could disclose more detailed income and expenditure reporting than is legally required, including a differentiation between online and offline advertising costs, and the sources of funding, especially if it comes from abroad. Payments for (ad) consultants could also be highlighted.


134 Bäcker and Merten, “Transparenz für Wahlwerbung durch Dritte.”


4. How to Enable Public Interest Scrutiny of Political Online Advertising

4.1 Need for action due to the volume and opacity of ads

With online political ads, it is hard for voters, but also journalists and researchers, to detect potential discrimination, to expose voter suppression and to call out negative campaigning, because there is almost no chance of surveying the large number of advertisers and advertisements on social media. In the UK, for instance, parties ran hundreds of online ads in a week\textsuperscript{137}, and in Germany in 2019, it was more than 47,000 ads on Facebook alone (see case in point 5 below).

In many cases, the thousands upon thousands of online ads are slight variations of one and the same message: Sometimes different fonts are used, sometimes the wording varies, always trying to figure out what best catches users’ attention. It is also not only political parties and candidates running ads anymore. Digital platforms allow almost any individual or group to buy ads\textsuperscript{138}, further increasing the array of advertisers and advertisements to be analyzed. Moreover, ads are not only run during elections anymore, but can be part of year-round political messaging efforts. Taken together, this makes it hard to figure out which advertisers are out there, which communication strategies parties and other advertisers rely on and what effects this has.

In addition, the lines between paid and unpaid content on online platforms are often unclear. Many platforms are designed to blur these lines\textsuperscript{139}, offering up paid content in a stream of other content. It can get even blurrier, when advertisers employ influencers to spread their messages.\textsuperscript{140} In this case, a
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\textsuperscript{137} John and Dotto, “UK Election: How Political Parties Are Targeting Voters on Facebook, Google and Snapchat Ads”; the four big parties ran over 13,000 ads in a month, according to researchers from New York University, see Mark Scott, “Six Charts That Explain the UK’s Digital Election Campaign,” \textit{POLITICO}, November 29, 2019, https://www.politico.eu/article/uk-general-election-facebook-digital-advertising-labour-conservatives-liberal-democrats-brexit-party-nyu/.

\textsuperscript{138} Andreou et al., “Measuring the Facebook Advertising Ecosystem,” 3.


\textsuperscript{140} An example from the US is Michael Bloomberg’s presidential campaign using influencers, which was uncovered by journalists and other citizens, see Kate Knibbs, “The Influencer Election Is Here,” \textit{Wired}, February 13, 2020, https://www.wired.com/story/election-2020-influencers/.
political campaign does not directly pay platforms to display ads, but works with marketing agencies or individual influencers, so that these influencers promote certain political messages. Posts by influencers often do not fall under platforms’ advertising policies and can be hard to identify for voters.

Lastly, algorithm-based delivery (see 2.1) further complicates the critical analysis of political online advertising: It is unclear who sees which ads and why – and who does not see which ads and why. This online ad environment harbors a risk of paid political communication being used for propaganda purposes out of sight of any journalistic or other public scrutiny. This is a stark contrast to public advertising on the street and to publicized political messaging such as candidate speeches or rallies, where some public scrutiny is possible.

Case in point 5: German political parties ran more than 47,000 Facebook ads in a year

![Figure 2: Amount of Facebook ads, ad expenditure and ad views by German parties in 2019](image)

Note: Logarithmic scale. All numbers are estimates.
These estimates come from ad.watch, a project by Manuel Beltrán and Nayantara Ranganathan, who in a painstaking effort built a database for Facebook political ads meant to challenge “the lack of systematic access to data by Facebook”\textsuperscript{141}. The statistics show the high number of ads by large German political parties alone, as other advertisers are not covered. In total, ad.watch estimates that in 2019, the year of the European Parliament elections, the parties ran 47,299 ads on Facebook for 3,019,802 euros, resulting in 239,209,857 impressions. On a daily average, that is an estimated 130 ads for 8,273 euros with 655,591 impressions. Studies on the 2019 election campaign covering time frames around the vote show different numbers, but still confirm the high count of ads: A journalistic investigation for the month before the election found more than 60,000 ads for a total price between 674,000 and 733,000 euros.\textsuperscript{142} A study for the roughly two and a half months around the elections counted almost 47,000 ads for a price of over a million euros.\textsuperscript{143}

These discrepancies and the fact that the statistics are estimates speaks to the difficulty of pinpointing even the volume of online ads. Therefore, this figure is also meant to symbolize the evasion of public scrutiny discussed in these paragraphs.

4.2 Weaknesses of existing rules and measures

For offline ads, some public scrutiny of ads is possible. The smaller number of ads and advertisers during a limited time frame allows the media, academia and the voting public to observe political advertising. Misleading or defamatory language can be called out. For instance, campaign posters and TV


\textsuperscript{143} Hegelich und Serrano, „Microtargeting in Deutschland bei der Europawahl 2019“, 5.
ads are routinely presented to the media144, reviewed in academia145 and are easily visible for most voters in the same way. TV and radio ads reach a broad audience and are embedded in journalistic or editorial formats. Voters can, theoretically, check out what campaign posters different parties use around their towns. Journalists and researchers can conduct content and rhetorical analyses of TV ads and leaflets. Candidates can at least glimpse the messages and messaging strategies of their competitors.

To allow for similar basic insights into the ads run on their platforms, companies such as Facebook, Google, Reddit, Snapchat and Twitter have developed ad archives. These public, online databases are supposed to contain all political ads along with some information on who paid for the ads and what users were targeted. This was an important and promising step to improve transparency and accountability surrounding political online advertising. In the case of Facebook, Google and Twitter, it came in part after pressure from the European Commission ahead of the 2019 European Parliament elections. The companies had agreed to the Commission’s Code of Practice on Disinformation, which is a voluntary, self-regulatory agreement that, among other things, called for a “public disclosure of political advertising”146.

The ad archives are thus meant to ensure that voters themselves, but also journalists and researchers, can track and analyze political ads. Yet, there are many well-documented shortcomings of ad archives (see case in point 6). Since the Code of Practice has no sanction mechanism on this, the flawed ad archives remain a big hurdle for academic and public understanding of online political advertising.


Case in point 6: Platforms’ voluntary ad archives seriously flawed

Granted, “[p]roviding access to tens of millions of ads through an A.P.I. is not a simple proposition”, writes a US journalist, “but it is also not an engineering feat for a company like Facebook. With 2.4 billion users, Facebook routinely rolls out complicated new features and products at scales that few tech firms could hope to manage.”

Yet, researchers have encountered significant hurdles in using tech companies’ ad archives for their analyses. Many platforms have each designed their own ad archives, so there are differences among them, and some platforms such as TikTok do not have ad archives at all. Overall, though, they do not contain information necessary for a meaningful study of ads. Platforms have in some cases resisted more detailed disclosures. Targeting metrics only include basic categories such as age and gender. The targeting data that is provided is presented in ranges that are too big (at least for Facebook and Google; for instance, Google offers the number of times an ad was shown in the range of 100,000 to one million). Usability and searchability for researchers as well as download options and download speeds are insufficient. Governmental
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and non-governmental reports\textsuperscript{153} have highlighted bugs and there were publicized cases of Facebook’s “Ad Library” breaking completely ahead of a UK election\textsuperscript{154}. Researchers have therefore had to resort to work-arounds to gain a basic insight into how political advertising works on social media.\textsuperscript{155} Lastly, ad archives at the big platforms are limited to large markets and do not cover political advertising globally.

As dominating ad platforms are thankfully continuing to work on the ad archives, some of these shortcomings have been addressed or are being addressed, while new ones might have emerged. Improvements are often thanks to cooperation with or pressure from academia and civil society, not because of legal obligations: None of the ad archive measures put in place by the platforms are required by law. Companies could thus shut down archives at any moment or make changes to its parameters, which could destroy researchers’ work.

It has to be noted that public interest scrutiny of political ads does not and should not entail censoring political opinions. The content of political ads must adhere to the constitution and criminal law, but for good freedom of speech reasons, there is no formalized procedure for state or non-state institutions to approve political messaging. For example, the state media authorities make it abundantly clear that neither they nor broadcasters are in the business of checking political ads\textsuperscript{156}, and the Unfair Competition Act, “by far the most important instrument for the regulation of Internet advertising in Germany,\textsuperscript{156}

\textsuperscript{153} Mozilla Foundation, “Facebook and Google: This Is What an Effective Ad Archive API Looks Like” ; European Regulators Group for Audiovisual Media Services, “ERGA Report on Disinformation: Assessment of the Implementation of the Code of Practice,” 18.


\textsuperscript{155} One example is the UK NGO Who Targets Me, which relies on volunteers to provide anonymous data for research on political ads on Facebook via a browser plug-in. Co-founder Sam Jeffers discussed this approach and its weaknesses at SNV, see Jaursch, “Transcript for the Background Talk with Sam Jeffers on ‘Digital Disinformation – the New Default in Online Campaigning?’” ; other examples are ad.watch, see Beltrán and Ranganathan, “Ad.Watch – Investigating Political Advertisements on Facebook”; and AdAnalyst, see Oana Goga, “Facebook’s ‘Transparency’ Efforts Hide Key Reasons for Showing Ads,” The Conversation, May 15, 2019, https://theconversation.com/facebooks-transparency-efforts-hide-key-reasons-for-showing-ads-115790.

\textsuperscript{156} Die Medienanstalten, “Leitfaden der Medienanstalten zu den Wahlsendezeiten für politische Parteien im bundesweit verbreiteten privaten Rundfunk,” 2.
does not apply to political advertising"\textsuperscript{157}, only to commercial advertising. Calling out potential discrimination or defamation in political advertising is a public task, primarily fulfilled by the media, academia and the voters. Potential transgressions are handled in court.

4.3 Policy options

Mandatory improved and expanded ad archives
Ad archives can be helpful in creating transparency around political ads online. This is not an end in itself. Rather, the idea is that making online ads available in an archive can lead to public interest scrutiny: Advertisers and ad platforms can be held accountable “to the law, through litigation” and, crucially, “to public norms and values, through publicity”.\textsuperscript{158} The ad archives can be a type of public disclosure mechanism that can lead to further investigations, thus functioning as an early-warning system.\textsuperscript{159} Moreover, disclosing political ads publicly allows counter speech, for example, in cases of negative campaigning and disinformation.\textsuperscript{160} In order to achieve these goals and to avoid some of the pitfalls of the vague call for “transparency”, existing ad archives need several improvements and need to be made obligatory.

To understand and investigate political advertising online, more information than is currently available is necessary, in a more reliable and faster way. Academics and civil society experts have made many proposals already, covering targeting and delivery transparency, data transparency, and source and financial transparency\textsuperscript{161} (see case in point 6 above and table 3 below). All of this information is rather useless, however, if there are no researchers, civil society activists, regulators and maybe even voters to work with the data.\textsuperscript{162} That is why support for independent research, for digital news and ad literacy and for strengthened enforcement agencies is crucial, as highlighted later in this section.

\textsuperscript{157} Christina Etteldorf, “Germany,” in \textit{Media Coverage of Elections: The Legal Framework in Europe} (Strasbourg: European Audiovisual Observatory (Council of Europe), 2017), 34, \url{https://rm.coe.int/16807834b2}.

\textsuperscript{158} Leerssen et al., “Platform Ad Archives,” 6.

\textsuperscript{159} Paddy Leerssen, “The Soap Box as a Black Box: Regulating Transparency in Social Media Recommender Systems,” March 19, 2020, 26, \url{https://doi.org/10.31228/osf.io/uhxcv}.


\textsuperscript{161} Dommett, “Regulating Digital Campaigning.”

\textsuperscript{162} Leerssen et al., “Platform Ad Archives,” 7.
In the wake of the 2016 US presidential election and under pressure from lawmakers around the world, large platforms have already taken big steps towards creating transparency via their ad archives. However, the many serious shortcomings of the existing ad archives highlight the need for regulation in this area. Voluntary corporate action, without any meaningful sanctioning mechanisms, has not proven successful. Parliaments should therefore mandate that platforms create archives for political ads. The details of what those archives must include and how they are built should take into account that platforms differ in audience, user numbers and in how they are used. Therefore, legislation should be flexible enough to deal with these differences, focusing first on the most dominating platforms based on such metrics. A broad, rather inclusive definition of political ads should be at the core of any ad archive legislation, covering election, candidate and issue ads (see 1.1). Ad archives could also just cover all advertising, whether commercial or political. This would avoid leaving the task of determining what is a political advertiser and a political topic to private companies (or regulators, for that matter).

Table 3: What information should be included in ad archives

<table>
<thead>
<tr>
<th>Ad content</th>
<th>Most platform archives already contain the ad content. Ad content of all types, i.e. video, image and text ads, should be included.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Targeting and delivery transparency</td>
<td>Additional data on targeting and delivery, i.e. on the targeted audience and the actual audience, is necessary to assess if discriminatory voter segmentation or other discriminatory practices occur. Information on who was and was not targeted based on what desired ad campaign outcome as well as engagement metrics would be helpful. The latter should be counted even once the ad budget has been used, in order to cover shared and still circulating ads. If ads have been flagged or removed, it should be clear on what basis this happened.</td>
</tr>
</tbody>
</table>


164 Iwański et al., “Who (Really) Targets You?”


In contrast to offline ads, platform advertising strongly relies on analyzing users’ personal browsing behavior. Ad archives need to allow more insights into what data was gathered or inferred to serve ads, making it easier to detect potential privacy violations and discriminatory ad practices.

Platforms already show who paid for an ad (similar to an offline imprint). However, due to issues with their verification mechanisms, this information is not always reliable. Rudimentary financing information on ads needs to be enhanced. For example, it matters whether an advertiser spends $1,000 or $50,000 on an ad, but if the range offered by a platform is $1,000 to $50,000, such analysis is a guessing game.

Archives need a reliable infrastructure with options for fast, bulk downloads in machine-readable format for investigators. As is mostly the case already, databases should contain both current and past ads. They should be available for all markets, not just big countries. Non-experts should be able to use the archives as well. Information from the ad archives should not allow the identification of users who have seen the ad and archives should follow all relevant GDPR rules.

There are limitations to having public ad archives: Platforms might claim that they cannot or should not include all data relevant to political ad targeting and delivery in a public archive due to concerns regarding privacy and trade secrets. However, public ad archives have the benefit of being open to all instead of relying on exclusive partnerships between platforms and some universities or civil society groups. If ad archives thus are “real-time, anonymized, output-focused, and accessible to all,” they can help various independent investigators to hold platforms and advertisers accountable. If need be, a tiered model of ad archive transparency could be considered: For example, regulators and accredited academic researchers could receive more access to more data than the public (similar to transparency reports, see below). This
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170 Leerssen, “The Soap Box as a Black Box,” 30.
would also heed the call that ad archives should be built with and checked by independent auditing bodies instead of relying solely on the platforms.171

**Mandatory improved and expanded ad disclaimers**

Political ads should be clearly labeled as such right where users see them, for instance, in user feeds and on search engine results pages. They should provide information such as the data used for targeting and delivery and the financial sources.172 This direct disclosure is an addition to ad archives, which are separately accessible databases outside of people's feeds (see above). Ad disclaimers should not be an end in and of themselves but should help users make decisions about their privacy online and about the advertising they see. That is why improved privacy controls are also crucial (see 2.3).

Many large platforms already provide disclaimers in a rudimentary form. Such disclaimers should be improved and made mandatory. Considering that transparency should not mean overwhelming people with information and that different ad platforms are designed differently, explanations should be easily findable and understandable within each platform's logic.173 It should be simple for users to understand why they were targeted, why others might not have been targeted with the same ad and who paid to reach them. Disclaimers should also apply to paid influencer posts. If users have shared an ad, there should still be a note that the shared post originated as a paid political message, even once the budget for the ad has been used.

Improving the ad archives and especially the disclaimers should include deliberate design choices by platforms. As some Facebook employees have demanded, a better visual distinction between ads and non-paid content is necessary.174 This could be done, for example, by color, by verbal cues and/or by different fonts. Legislative guidance is important, but prescriptions should not be too rigid, as design options change frequently, vary across platforms and
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across devices. Diverse stakeholders should be consulted and there should be robust user testing, leaving the design principles neither to platforms nor governments alone.

In Germany, media regulation already prescribes ad disclaimers for radio and TV ads. For the online space, the state media authorities have developed guidelines for advertisers on how to label ads\textsuperscript{175}, such as videos on YouTube and posts on Instagram. The Interstate Media Treaty foresees some stricter rules for political ad labeling, requiring not only the disclosure that it is an ad, but also who financed it. All of these disclaimer rules aim at allowing users to make a distinction between paid and non-paid content online, not necessarily at informing users about targeting and delivery options. Such details should be included in future media regulatory reforms at the German and EU levels.

Implementing such wide-ranging transparency measures is a balancing act: Offering more useful information is necessary, while at the same time people’s privacy and political parties’ advertising strategies must be protected. Thus, ad disclosures should not allow identification of individual users. Regarding potential revelations of advertisers’ campaign strategies, it is a reasonable ask of them to allow outside observers as well as voters a glimpse: With more powerful advertising tools available online, parties and other political advertisers also need to be more open about their paid communication. Here, it becomes clear once again that providing options for public interest scrutiny on political online ads is a shared responsibility of political advertisers and platforms.

Mandatory improved and expanded transparency reports around ad policies
In addition to mandatory ad archives and disclaimers, platforms should be required to report on their advertising business practices. This could help with a better understanding of the rationale and mechanisms behind online advertising. Tech companies make decisions on what political advertisers and ads are allowed, and how political advertising is dealt with on their platforms.\textsuperscript{176} They should be held accountable for how they reach these decisions, because the decisions can affect political debates online.


Transparency reports should provide insights into corporate decision-making on advertising practices, recognizing the power that ad platforms hold to push or depress certain voices. For instance, during the COVID-19 pandemic, platforms of all sizes were rightfully applauded for allowing health organizations to advertise safety tips for free, thus favoring scientific evidence over debunked disinformation. Yet, unfortunately, similar decisions on other topics, especially if taken in conjunction with governments, could potentially also be used to favor one side over the other in more controversial and less-clear cut cases. With extended reports on ad policies available, investigators could better test whether the stated corporate policies are actually working, which some limited experiments have shown is not always the case. Also, it would be easier to retrace platforms’ changes to their targeting and data practices, which can impact democratic processes such as voter turnout, yet often remain unnoticed.

The need for ad transparency reporting requirements is well-established among civil society and academic experts. In Germany, there is already precedent in legally requiring transparency reports from big platforms, albeit not for advertising: The Network Enforcement Act (NetzDG) mandates platforms to publish reports on their content moderation policies, including their use of automated systems in content moderation. Legislators should build on these valuable efforts to develop binding standards to ensure that platform reports are comprehensive and comparable. At the same time, any


180 For detailed proposals see, for example, Maréchal et al., “RDR Corporate Accountability Index: Draft Indicators – Transparency and Accountability Standards for Targeted Advertising and Algorithmic Decision-Making Systems”; Singh, “Special Delivery”; see also Kreiss and McGregor, “The ‘Arbiters of What Our Voters See’”; others have pointed to the general need for transparency reporting by platforms, see epicenter.works, “Platform Regulation.”

The legal framework needs to be flexible enough to work for platforms of different sizes, audiences and reach, and it needs to be dynamic enough to adapt to emerging technology and challenges. The experience with the reporting obligations from the NetzDG can be instrumental: Largely due to a lack of clarity in the law, platforms initially got away with delivering few useful insights on content moderation practices. One key requirement should be that big platforms go beyond publishing ad content policies and also publish ad targeting and delivery policies. The latter are effectively reports shining some light on big platforms’ algorithmic systems. Ad delivery algorithms, and algorithms used in social media in general, are not neutral, but emerge based on corporate decisions. So far, these decisions remain largely in the dark, which transparency reports could change.

Many platforms already publish some transparency reports, but outside observers are still missing important features. Targeting policies would need to “outline what information the platform and advertisers can use to target ads to users (e.g. location information), which targeting parameters are prohibited on the platform, and what tools and processes (e.g. automated tools) the platform uses to identify ads and accounts that violate its ad targeting policies”. Ad removals and ads approved in error should be covered in the reports as well. Pricing policies could be included to contribute to a better understanding of how political advertisers are charged by large platforms. At the moment, there is little insight into how digital ad platforms charge advertisers and whether there is price discrimination. For instance, it is unclear,

---


186 Cf. Singh, “Reddit’s Intriguing Approach to Political Advertising Transparency.”
whether large platforms change their rates in the middle of an election season or whether there are disadvantages, because an advertiser has to pay more to reach their desired audience.

It could be useful to require two versions of such ad transparency reporting, one aimed at regulators and one aimed at the public.\(^\text{187}\) The public reports could be summaries of the full regulatory reports, which might help interested citizens with no explicit expertise on the topic to still participate in debates. In contrast to many existing terms of services and privacy policies, especially the public-facing ad targeting and ad delivery reports should be easy to understand.

For the NetzDG, an agency that previously had little to do with platform regulation or content moderation was put in charge of overseeing the reporting requirements\(^\text{188}\), which contributed to considerable lags in setting up a compliance regime. When specifying what agency is tasked with checking ad transparency reports, legislators should keep this experience in mind. If an existing body such as media authorities or data protection authorities is picked, lawmakers need to ensure that these regulatory agencies receive expanded mandates, enforcement powers as well as more expert staff to evaluate platforms’ reports. Otherwise, the effects of transparency reporting are compromised.

**Mandatory independent auditing of ad targeting and delivery algorithms**

Some platforms are overseen by a variety of bodies at the state, federal and EU levels, such as data protection authorities under the GDPR, media regulatory authorities under the Interstate Media Treaty and the Federal Office of Justice under the NetzDG. There is no explicit oversight of the core ad business, however. To monitor some of the associated risks, mandatory, regular, independent audits of companies’ ad targeting algorithms and ad delivery algorithms could be helpful, as has been suggested more broadly on social media algorithms


\(^{188}\) The planned reform of this law confirms the Federal Office of Justice (“Bundesamt für Justiz”) as the authority to receive and review the transparency reports, keeping it as yet another body that is somehow involved in platform regulation in Germany, see Bundesministerium der Justiz und für Verbraucherschutz, “Gesetz zur Änderung des Netzwerkdurchsetzungsgesetzes,” Bundesministerium der Justiz und für Verbraucherschutz, 2020, https://www.BMJV.de/SharedDocs/Gesetzgebungsverfahren/DE/NetzDGAendG.html.
already. With a specific look at advertising algorithms, external audits could help identify potentially discriminatory effects or privacy violations. In essence, this can be compared to how mandatory financial auditing helps regulators and the public understand companies’ internal operations and potential effects on the financial markets. The ad targeting and ad delivery reports mentioned above could form the starting point for external auditors.

As of yet, it is not clear what the standards of auditing algorithms should be and who carries them out. Promisingly, though, many researchers and civil society organizations are exploring various avenues in this emerging field of study. For example, scientists have developed and tested some ideas of how to audit Facebook’s “Ad Library”. More broadly on algorithms (not just advertising algorithms), audits have been proposed as a means to create some transparency towards regulators and/or users and are already part of some research initiatives.

Open questions regarding auditing algorithms

---


193 Edelson, Lauinger, and Damon McCoy, “A Security Analysis of the Facebook Ad Library” (this paper also provides a review of research on online ads transparency); see also Silva et al., “Facebook Ads Monitor.”
business-to-business EU regulation. In Germany, the state media authorities are gaining new powers in this area with the draft Interstate Media Treaty. The treaty contains requirements for social media companies and search engines to provide transparency regarding the selection and presentation of online content: Users need to receive explanations on the algorithms driving this. Publishers can file complaints if they feel their editorial content is systematically downranked. These provisions are rather vague in the draft. They focus strongly on providing information to users (not necessarily auditors), although media authorities have some control function as well. If German state media authorities do emerge as the proper oversight bodies for algorithmic auditing, it will be crucial to specify the details of the auditing measures and ideally collaborate with European partners to develop common standards.

Clear auditing mechanisms with a sanctions regime would be an improvement over the current auditing practices at big ad platforms. Being audited and seeking external input on business practices is nothing new for tech companies. Facebook, for example, hired external auditors when it wanted to have its policy on dealing with white supremacy examined. The company has also established an Oversight Board, which is supposed to provide guidance on content moderation. The Global Network Initiative (GNI) counts Facebook, Google, LinkedIn, Microsoft and Yahoo as members and all of them are subject to external audits on topics such as content moderation, freedom of expression, responsible corporate decision-making and privacy. The GNI is a major step towards more transparency and industry oversight. Its audits


195 § 93 MStV, Staatskanzlei Rheinland-Pfalz, “Staatsvertrag zur Modernisierung der Medienordnung in Deutschland: Entwurf.”

196 § 94 MStV, Staatskanzlei Rheinland-Pfalz.


do remain voluntary, however, and lack sanctioning mechanisms beyond the termination of GNI membership.

Whereas the GNI is voluntary, Google and Facebook face mandatory privacy audits in the US thanks to a settlement with the Federal Trade Commission (FTC). The FTC required the two companies in 2011 to be subject to “privacy audits”\(^{199}\) every two years for 20 years. This was at first seen as a big commitment to creating transparency and oversight, especially because the FTC would have the power to fine the companies for violations.\(^{200}\) However, what was touted in the press releases as audits were actually assessments, which are weaker forms of oversight.\(^{201}\) The points covered under the 2011 Google “audit” were criticized as almost meaningless.\(^{202}\)


Coordination on media regulation, data protection and campaign finance oversight

Support for state media authorities in their new tasks

To avoid such weaknesses in the future, lawmakers and regulators should consult widely and deeply with teams of interdisciplinary experts when discussing what ad algorithm auditing could look like and who should be responsible for it. This task should be considered at the EU level, where there are already discussions on an independent EU-wide social media regulator.\(^{203}\)

**Strengthened enforcement agencies**

In Germany, there are already several bodies with parallel responsibilities concerning political ads that could be strengthened. As mentioned throughout the paper, state media authorities, data protection authorities, the parliament administration and the Federal Returning Officer all have a say, directly or indirectly, over different parts of political campaigning, although none of them comprehensively address political advertising online. Communication among these bodies could be improved and institutionalized, especially if there continues to be no overarching agency concerned with social media platforms.

State media authorities are charged with implementing the Interstate Media Treaty. This includes specific legislation on political ads (see 3.2) and some oversight of platform algorithms, albeit not for ads directly (see above). The state media authorities already have decades of experience regulating broadcasters and much legal expertise concerning German media legislation. They do face new tasks and challenges now, though, having to oversee globally operating, multibillion-dollar companies not headquartered in Germany. This might have already been the case for some TV stations, yet the scale of dealing with Facebook and Google in particular is different. State media authorities should take stock of what additional expertise and resources are necessary to

---

deal with additional oversight tasks, including political ads online. Lawmakers might deem budget increases for expert staff necessary, for example, to hire engineers, user experience designers and social scientists, adding to the many legal experts already at hand.

Data protection authorities oversee rules concerning consent, purpose limitation and profiling, which touch upon political advertising online (see 2.3). They have already gone through an expansion of the list of their tasks, as the EU’s GDPR included some new powers and responsibilities for national data protection authorities. Despite the positive intent and effects of the GDPR, a lack of enforcement has been criticized. German data protection authorities are the best-staffed and best-resourced in the EU, yet still complain that current staffing levels do not allow for adequate enforcement of the GDPR.204 Other European data protection authorities face similar situations. In order to deal with user complaints on privacy violations, conduct their own analyses and thus hold political advertisers and online ad platforms accountable, data protection authorities need to be funded better than they are today. They, too, require more expert staff from a variety of backgrounds.205

The parliament’s administration has no direct role in overseeing political ads online. However, it has developed strong expertise in checking political parties’ annual accounting reports. The Federal Returning Officer, with its task in ensuring the proper conduct of elections, is another agency indirectly touching upon political campaigning, as it is in charge of determining the list of political parties allowed in an election. This body, however, has no mandate beyond the actual election process. Therefore, without an independent body covering all campaign finance auditing (see 3.3), the Bundestag administration remains the primary organization creating some transparency regarding political financing in Germany. In this case, it should at least have more staff to enable a speedy and comprehensive auditing of the reports.

Together, state media authorities, data protection authorities and the Bundestag administration form the oversight mechanism for political online ads. They each have different legal foundations, areas of expertise and responsibilities. It could be helpful to facilitate an exchange between these organizations.

---


on political ads and campaigning in general. Each side could benefit from learning what responsibilities the others have in this field. Communication channels could be established or strengthened, so that in cases where cooperation could prove valuable, there are already structures in place. A hypothetical case could be that a political party took illegal foreign donations to fund an ad campaign on social media that violates voters' privacy rights. This is a situation with potentially grave dangers not only for individual users but also the democratic process as such. Each agency would have specific tasks to fulfill but would profit from a coordinated effort.

Furthermore, German regulatory bodies could thus pool their expertise and resources to inform debates and decisions at the EU level. Legislative discussions in the European Parliament surrounding social media and other digital platforms might very well include considerations of an EU agency that coordinates member states' regulatory bodies.

Independent research and journalism
Academic researchers and other investigators such as journalists need support to conduct analyses of political ads online in the public interest. Only with independent, verifiable research results will it be possible for lawmakers to determine what measures on online ads are useful and what measures overshoot the mark. So far, researchers have struggled to do such analyses, largely because of a lack of openness from platforms and the lack of a common set of practice.

Researchers have repeatedly criticized the lack of meaningful access to platforms' data, some of which is much more readily available to advertisers. This is not solely related to online political advertising research, but a general feature of many platforms' policies: Facebook has struggled with its Social Science One research project, which was meant to provide some data access


207 Initial discussions of coordinating “National Enforcement Bodies” are included, for example, in a committee report on the Digital Services Act, see Saliba, “Draft Report with Recommendations to the Commission on Digital Services Act: Improving the Functioning of the Single Market (2020/2018(INL)),” 17.
but was heavily delayed. Twitter has been criticized for stalling research. YouTube has failed to assuage criticism regarding attempts to understand its recommendation engine better.

The EU’s Code of Practice on Disinformation called for improved support for research but lacked details and sanctionable mandates on that. Such mandates seem necessary now, after platforms have had years to figure this out on their own. How exactly a reliable and secure system of conducting independent research can be built is still an open question and a difficult one at that. It touches on delicate issues of data and information access, privacy and ethical standards.

Instead of mandating a specific type of data access or research cooperation for platforms, legislation could incorporate the obligation for meaningful co-investigation standards. For the specific case of researching digital disinformation, Ben Nimmo, an investigator in this field, has proposed these moves from collaboration to co-investigation and from top-down rules to bottom-up initiatives. This would have platforms and researchers agreeing on a set of principles that would allow them to study information operations across platforms. They would include measures to ensure researchers’ independence (for example, regarding the timing and means of publishing findings), privacy-protecting data access and trust-building ethical standards to deter fraudulent researchers. Like with ad archives, this could help prevent that platforms only have exclusive cooperation agreements with certain researchers, in which dependencies remain. While Nimmo’s ideas relate strictly to studying the


spread of disinformation, it could be worthwhile to discuss a similar set-up for research on digital political advertising.

Both standard-developing initiatives as well as research itself could be funded in part by governments. On online disinformation in general, without specifically focusing on political advertising, the European Commission has already called on member states to support multidisciplinary research. It has funded a “Social Observatory for Disinformation and Social Media Analysis”, aiming to bring together fact-checkers and academic researchers, and is additionally looking to establish a “European Digital Media Observatory”.212 Such efforts could be built on to help researchers with their studies. One example of a concrete, short-term project is a Canadian research challenge: Roughly six months ahead of the 2019 federal elections there, two scientists issued a challenge to fellow academics in Canada and abroad to study online disinformation, political advertising, privacy and political participation during the election campaign.213 The “Digital Ecosystem Research Challenge” led to 18 projects on various topics, which shared data among each other. The research teams found, among other things, that all parties use ad targeting, that few people know what personal data is used for political advertising and that some political advertisers obscure their identities despite being listed in the ad archives.214 Similar research challenges, partly funded by governments and with meaningful data access, could be expanded for the German and European contexts as well.

Platforms, too, could step up their support for independent research and journalism. Large companies are already investing some money into various research and journalism projects. For instance, Facebook and Google support editorial offices around the world, particularly regarding local journalism. To prevent dependencies and industry capture, there could be different ways to support independent analysis, though. For example, taxes from tech companies could be used to fund research and journalism or tech companies could

---


donate money to create an independent endowment. Specifically with a view to political advertising, it has been proposed that platforms pay all revenues from political advertising into a fund to support election research.

Digital news and ad literacy

Platform measures and stricter regulation alone will not be enough to deal with the specific characteristics of the online ad space that millions of citizens frequent every day. Voters themselves need to be empowered to better understand how ad platforms work, how political advertisers try to influence them and what it means to be informed in a largely attention-seeking media environment. What is usually characterized as digital news literacy should include digital ad literacy as well. News literacy is already something different from technical media literacy (such as setting up an account or changing privacy settings) to include an understanding of how to spot signs of disinformation online or how to cross-check sources, for example. In that vein, being a competent user of social media, video portals and search engines should include a basic understanding of the online ad space as well.

Policymakers could consider establishing or funding digital news and ad literacy programs or helping to fund external organizations working on this. There is lots of different expertise to build on: The Federal Agency for Civic Education is an experienced actor in related fields, data protection authorities have the task of educating people about privacy-related issues and numerous academic and civil society organizations, including SNV, are looking specifically at digital news literacy already.

Additionally, tech companies should embrace their responsibility and better inform users of all ages (not just children and teenagers) about ad targeting and delivery options. So far, many companies fail to improve their users’ literacy regarding (political) online advertising. In light of such failure, strict


216 Kreiss and Perault, “Four Ways to Fix Social Media’s Political Ads Problem – Without Banning Them.”

legal guidelines could be devised, maybe not on ad literacy specifically, but digital news literacy generally: For instance, platforms could be mandated to give a percentage of their ad revenue to an independent fund to advance digital news literacy.218

Ad buy restrictions
Somehow limiting the number of ads online would not only be helpful for addressing potential zone-flooding (see 3.3; figure 2). It also supports public interest scrutiny because users and researchers are not inundated with tens of thousands of ads. The sheer amount of political advertising online inhibits timely and thorough analyses.

218 For the general idea of an independent fund, see Bell, “Do Technology Companies Care about Journalism?”; Zuckerman, “The Case for Digital Public Infrastructure,” 23–24.
5. The Way Forward: Platform and Advertiser Accountability

Now is the time for Germany and Europe to adapt rules in the face of a changing political campaigning landscape, of which platform advertising is a big part. The algorithmic ad delivery, the ads' reach and the scale of behavioral ad targeting mark a vast shift to how political parties and other campaigners used to pay to get their messages out. This shift is not reflected in the rules for political advertising, which were largely made decades before social media emerged. Using digital platforms, political campaigns benefit greatly from easy interaction with voters and tailored messaging at scale. Certain risks emerge, too, though: The danger of big-money interference via zone-flooding is heightened, as is the risk for microtargeted ads that can distort political debates and violate users' privacy. Due to the sheer number of ads and the opacity of algorithmic advertising systems, voters, researchers, journalists and regulators have little opportunity to understand these risks better.

To address these risks, existing rules need to be updated and enhanced. Relying solely on corporate and political party self-regulation has not been sufficient.

The most urgent task is to prevent online political advertising from being tailored very narrowly to the (assumed) identity traits of voters and from mostly trying to strengthen their existing positions and fears. To that end, legislators should set clear limits as to how political advertising can be used online. On the one hand, this concerns targeting: Advertisers should only be able to use limited demographic data to target people – and not lots of behavioral data revealing citizens' potential opinions and weaknesses. Therefore, voluntary measures in this area by some companies have to be expanded and made mandatory across platforms. On the other hand, these obligations should also apply to the algorithmic ad delivery, so that platforms cannot use any other data but demographic data for this, either. A minimum size for target groups of political online advertising could be helpful in addition.

Such limits clearly restrict what is technically possible: Not all available tools to pay to reach people with personalized political messages would be allowed. This is also the case offline and has helped minimize some of the negative aspects of political advertising. It also reflects what most Germans articulate on this in surveys. Thus, the question should be how to achieve similar effects online. To that end, it is not enough to simply transpose rules from the offline world to the online sphere word for word, but existing approaches need to
expanded and modernized. For the online sphere, restricting microtargeting options at the platforms can best help in ensuring fair political competition and free opinion formation processes.

Other important measures and questions emerge when discussing restrictions on microtargeting that stretch across various political levels and cut across different policy fields (see table 4).

**Table 4: Summary of policy options to deal with political online advertising**

<table>
<thead>
<tr>
<th></th>
<th>Preventing distortions of political debates</th>
<th>Limiting big-money interference</th>
<th>Enabling public interest scrutiny</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Legislators</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Develop ad targeting and delivery restrictions</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Mandate improved platform ad archives</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Mandate improved ad disclaimers</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Mandate advertising policy reports by platforms</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Update rules on financial accounting reporting for advertisers</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Introduce rules for digital political campaigning</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Support independent research and journalism</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Support digital news and ad literacy</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Equip oversight agencies with sufficient resources and/or: Create independent oversight bodies for platforms and for political campaigning</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>
### Rules for Fair Digital Campaigning

<table>
<thead>
<tr>
<th>Update media regulation</th>
<th>X</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refine GDPR rules on profiling and microtargeting</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

#### Existing regulators

<table>
<thead>
<tr>
<th>State media authorities</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Develop political ads definition</td>
<td>X</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data protection authorities</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Strictly enforce the GDPR</td>
<td>X</td>
</tr>
</tbody>
</table>

#### Platforms

| Implement political ads definition and rules | X | X | X |
| Implement and maintain improved ad archives |  | X | X |
| Implement and maintain improved ad disclaimers | X |  | X |
| Develop and implement user privacy controls | X |  |  |
| Develop and publish transparency reports |  | X | X |
| Establish independent fund to support journalism and/or digital news literacy and/or election research | X |  | X |

#### Political advertisers

| Commit to fair digital political campaigning | X | X | X |

Defining political ads is of immediate importance for questions surrounding limits on microtargeting. In Germany, state media authorities are already working on this in the context of the Interstate Media Treaty. Germany should embrace this opportunity to think about political advertising in the online space and help steer future reforms of media regulation – both at the German...
and the EU levels – towards a fitting definition. This definition should be broad and include more political advertisers than before. It should continue to be in place for issue ads as well and not just candidate ads. A definition should not distinguish between the type of content, i.e. if it is a picture or video ad, and should include influencer ads.

Moreover, it needs to be possible to check whether platforms adhere to rules on political advertising, concerning microtargeting and other topics. To that end, mandatory transparency reports are necessary, which highlight corporate policies on ad practices. Platforms should also be required to maintain ad archives with clear, legislative standards. The next step concerns auditing the reports and transparency measures as well as, over the long term, auditing of the ad algorithms themselves by an independent body. The public would indirectly benefit from this, if there were a trusted, independent oversight body, similar to how a banking regulator oversees financial institutions.

This begs the question of who should be responsible for enforcing rules on online political advertising. Ideally, this question should be discussed at the EU level, especially since it is unclear whether some national platform rules might be in violation of EU law\(^\text{219}\). Germany has pushed ahead on many questions regarding platform regulation such as content moderation, competition law and media regulation.\(^\text{220}\) It should now help find a common EU-wide approach. The European Commission is already working on the DSA, a reform of the e-commerce directive. This could be the place to implement many of the reporting and accountability standards discussed above and throughout this paper. Germany should continue to share positive and negative experiences from its legislative achievements or proposals and find like-minded states to introduce reform ideas on political online advertising. It should advocate for the DSA to establish industry oversight for dominating ad digital platforms that include accountability and transparency standards. Such a focus on business practices oversight rightly steers clear of regulating political speech.


There is ample precedent for EU industry regulation of various kinds (although caveats for transposing existing regulatory regimes apply), for example, in banking, food and drugs. Yet, tech platform’s data-driven algorithmic advertising business model that can amplify many of the risks associated with paid political online communication has so far been largely left unchecked. An advertising business model is nothing new and nefarious per se, but rarely have companies that play a part in democratic discourse been so reliant on advertising and rarely has advertising been so targeted.\(^\text{221}\) To oversee this business model, clear compliance guidelines and sanction mechanisms need to be in place, whether this lies with an organization coordinating member state agencies or a new EU regulator, as has been proposed.

Lawmakers should carefully evaluate whether existing bodies can take on the complicated and resource-heavy task of overseeing big tech platforms. In any case, the agency should have tech experts among their staff and be equipped with resources and enforcement mechanisms. It should be legitimized by parliaments and be independent, so as to reduce the risks of partisan and industry capture.

How the transparency tools, reporting standards and independent auditing mechanisms work should take into account differences between platforms, while acknowledging the overall similarities in how platforms work compared to traditional, offline advertising. Specifically, rules should not lead to strengthening dominating ad platforms’ positions at the expense of smaller companies with alternative business models. Tiered regulation according to (market) size could be one approach to prevent this. Transparency obligations and mandatory ad algorithm auditing could be designed in a way so that dominating market players (and not their small competitors) would have to prove their benefits for markets and society (instead of governments and regulators having to prove potential harms).\(^\text{222}\)

Similarly, legal frameworks need to strike a balance between clear compliance obligations and sufficient leeway for ad platforms to fulfill obligations based on different user experiences and audiences. For instance, legal obligations in Germany’s first version of the NetzDG requiring content moderation reports from platforms were too vague, diminishing the reports’ usefulness and making them hard to compare between platforms. A reform of this law aims to clarify

\(^\text{221}\) Rahman and Teachout, “From Private Bads to Public Goods,” 16.

\(^\text{222}\) Cf. Tworek, “A New Blueprint for Platform Governance.”
what companies have to report on and how. But laws can also be too precriptive: The California Consumer Privacy Act made detailed design rules for a specific button, which might have actually hurt compliance with the spirit of the law, which is helping users understand what their data is being used for.

Not only the rules for platforms should be enhanced, but also those for political advertisers. At the German federal level, a rather lax oversight system for political advertisers should be replaced by modern rules for campaign finance. As international organizations and researchers have pointed out over the years, German financial reporting requirements need to be enhanced and an independent oversight body to audit financial transparency reports should be found or created. Political financing reporting needs to be expanded to include more data on money sources. While such changes would go beyond mere advertising issues, any campaign finance reform should still account for the mass-scale, yet tailored messaging that advertising money can buy on many online platforms. Other advertisers apart from parties should be covered by transparency rules as well, which ties into the need for developing verification mechanisms for political advertisers. Knowing full well that reforms on such a complex and touchy subject entail a heated and lengthy legislative process, political parties should, as a first step towards mandatory guidelines, set a good example by self-committing to fair digital campaigns and high financial transparency standards.

As these considerations about regulation and transparency measures illustrate, there are many complex issues arising with online political advertising. The basic premise that fair, open and pluralistic political competition is vital for democracy remains unchanged. Yet, technological change has upended the way this competition plays out online, giving rise to new opportunities as well as new risks associated with paying to reach voters. Setting rules to deal with this technological change is about ensuring citizens' ability to form and voice their political opinions free from online ad practices that might be discriminatory, enable dark money to interfere and are too opaque to scrutinize. Finding such rules should rest with parliaments, not private companies.

223 Bundesministerium der Justiz und für Verbraucherschutz, “Gesetz zur Änderung des Netzwerkdurchsetzungsgesetzes.”
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