Regulatory Reactions to Disinformation

How Germany and the EU are trying to tackle opinion manipulation on digital platforms
Executive Summary

Deliberate deception, spreading falsehoods and hate speech are not new phenomena of the digital media environment but rather age-old societal problems. Disinformation in the digital sphere reaches a new dimension, however, because social networks, video portals and search engines can be easily used and abused for such purposes. The risk arises that political attitudes become distorted, extremist sentiments reinforced and confidence in institutions such as elections, parliaments and the media undermined. That poses serious challenges for democratic societies.

At the German state and federal levels, and at the EU level, political decisionmakers are reacting to the disinformation dilemma. Attempts at crafting regulations and political solutions, however, have so far been hardly suitable for constraining disinformation. The German Network Enforcement Act (NetzDG), for example, which essentially aims to more quickly remove illegal content according to criminal law – such as an inciting tweet – does not apply to most disinformation online. This is mainly due to the fact that disinformation often operates in a legal borderline area, which makes it unclear exactly what is covered by freedom of expression, and what is in fact illegal.

Existing measures by the European Commission are not a suitable means for curbing disinformation, either. The voluntary EU Code of Practice Against Disinformation, for example, called on platforms to disclose online political advertisements. But the publicly accessible databases offered by Facebook, Google and Twitter were underdeveloped and incomplete, and the Code of Practice does not stipulate any sanctioning mechanisms. The EU itself already recognized these weaknesses in self-regulation and is now considering a "Digital Services Act" – a legislative package that could lay down clear rules for platforms, as well as means to sanction.

Effective measures against disinformation could also emerge in other regulatory areas such as media oversight, though this has not been the case so far. One example is the Interstate Media Treaty, which Germany’s federal states are developing at the moment. According to the draft treaty, some social networks, search engines and video portals will be put under some type of regulatory oversight for the first time. The proposed reporting obligations for companies to explain their search and sorting algorithms could be helpful in addressing the problem of disinformation. Regulations governing algorithm transparency could, in theory, provide a better understanding of how the algorithm-managed news environment works. But even those rules are not
concrete enough, and the same could be said about transparency rules for online political ads.

Taken as a whole, the approach to tackle disinformation has been uncoordinated and piecemeal. It does, however, mark a first attempt to deal with a societal problem that touches on questions of freedom of expression, the influence of information and communication technologies on political decision-making, the weakening of journalistic gatekeeping and the market power of big global corporations. In the future, precisely because so many difficult topics are concerned, it makes sense to tackle disinformation by combining solutions from different legal and political fields.

First, it is necessary in the short-term to enforce existing rules more stringently. That not only pertains to criminal law, but also to privacy law, because the personalized, attention-propelled news environment of social networks, video portals and search engines – places where disinformation spreads particularly well – only functions by way of extensive tracking and profiling. Strict enforcement of privacy rules, from the EU’s General Data Protection Regulation (GDPR), for example, can at least limit such data collection. But for party-political communications on the internet, including political ads, clear guidelines have yet to be created that combine the law on political parties, media regulation and data protection.

In the medium term, a closer integration of data protection and competition law, under consideration now for some time, could account for how the data and market power of some large companies facilitates the spread of disinformation. That begs the question of how appropriate oversight mechanisms for digital services like social networks and search engines could be designed in the future. Such debates are already taking place in other countries. A specialized agency for social networks is already being discussed in France and in the United Kingdom, for example. Such an agency could focus on the ways in which disinformation is spread (as opposed to removing individual pieces of content) and oversee whether and how companies have established the necessary processes.

Any political solution must be evidence-based. This means that research institutions and regulatory authorities must be able to analyze the extent and impact of disinformation in the digital realm. At the current juncture, such analyses are often impossible – large companies rarely allow researchers access to their data. In order to create useful studies, academics and regulatory decisionmakers must have better access to data in accordance with privacy rules.
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Introduction

Three days, members of 11 parliaments, and 80 testimonies: The “International Grand Committee on Big Data, Privacy and Democracy,” which met in Canada in May 2019, offered an extensive parliamentary forum to address disinformation in the digital realm.1 In Germany, the dangers of party-political disinformation campaigns had also been discussed in the Bundestag, and the European Union set up an expert group on the topic at the beginning of 2018. Meanwhile, Robert Mueller’s special investigation into Russian disinformation in the 2016 US presidential election campaign via Facebook, Instagram, Twitter and YouTube culminated in an over 400-page report. All are evidence that political decisionmakers around the world have been looking for suitable ways to deal with disinformation for several years now. Since at least the 2016 US presidential election, legislative and regulatory measures have been considered at various political levels in order to curb the possible dangers of disinformation on social discourse – from voluntary commitments from social networks, search engines and other companies, to guidelines for moderating and deleting illegal content and new supervisory authorities.

It has been a struggle to design appropriate legislative and regulatory measures to combat disinformation, though some US companies themselves are calling for regulation in this area, and many governments have already passed laws. But tackling disinformation in the digital sphere has hitherto been fragmented, initially due to a self-regulatory focus, followed by various isolated reactive measures. The challenges associated with disinformation should not be underestimated: They concern questions about freedom of expression, the political decision-making process, the power of large corporations and the influence of information and communication technologies on democratic discourse. Political decisionmakers are currently still looking for answers. That is why now is the time to scrutinize how legislative and regulatory interventions can strengthen democratic discourse and peoples’ abilities to freely form their own political opinions in the digital realm.

Against this backdrop, this paper provides an overview of regulatory approaches in Germany and the EU for tackling disinformation. It shows past policy

---

responses to disinformation campaigns (the EU’s Action Plan, for instance), as well as long-planned reforms that could include measures to aid in constraining disinformation (media regulation, for example).

First, a short review will be helpful in gaining a better understanding of disinformation: What is disinformation, what is the ultimate goal in spreading it, and what features of disinformation have to be considered in an age of massive social networks and search engines?

Deception – with false content or misleading messaging. Disinformation is false, inaccurate and deceptive information that is developed and disseminated to impede political processes.\(^2\) It is very important to note that deception can not only be achieved by a piece of information itself (the content of a message). Additionally, the content’s context, source and distribution channel must be taken into account.\(^3\) People can also be deceived, and processes for forming opinions hindered, by contextualization and the way in which information is disseminated. For example, correct information can be taken out of context if statistics about crimes committed by immigrants lack explanation or relevance, or if correct content is manipulated.\(^4\) Similarly, it is misleading for individuals or groups on social networks to impersonate someone else in order to reinforce polarizing opinions. This happened, for instance, in the US, where activists had social media accounts for controversial issues such as police violence, racism and migration. The thing was: Some of these accounts did not originate from the US, but rather from Russia, and served to sow “discord in the political system.”\(^5\) Additionally, sup-


\(^4\) The SNV study on the 2017 German federal elections shows in detail how in the run-up to the election, false, manipulated and “context-less” content and statistics were spread; see Alexander Sängerlaub, Miriam Meier, and Wolf-Dieter Rühl, “Fakten statt Fakes. Verursacher, Verbreitungsweg und Wirkungen von Fake News im Bundestagswahlkampf 2017” (Berlin: Stiftung Neue Verantwortung, March 26, 2018), https://www.stiftung-nv.de/sites/default/files/snv_fakten_statt_fakes.pdf.

posed US activists used paid advertising on controversial topics in order to further contribute to polarization. Pretending to represent a widely held opinion using fake or bought followers, or manipulated search engine entries, is also a deception that can damage democratic discourse, as was seen in the run-up to the 2019 elections for the European Parliament, specifically regarding topics relating to migration.6

Sowing discord and hindering political decision-making. Disinformation is not only dangerous when it comes to voting and election campaigns. Although the issue received much attention after the Brexit referendum and the US presidential election, disinformation is not necessarily intended to influence voting results: Disinformation serves to amplify social polarization and to undermine confidence in democratic processes and common facts. On the individual level, disinformation hinders citizens’ free, self-determined political decision-making. And on the societal level, democratic discourse is weakened.

Major search engines and social networks as amplifiers. In recent years, it has become clear that some social networks, search engines and other digital channels are particularly suited for spreading disinformation. The previously mentioned “Grand Committee” summoned representatives from Amazon, Apple, Google, Facebook, Microsoft and Twitter, among others.7 Special counsel Mueller’s report on the 2016 US election, as mentioned above, named Facebook, Instagram, Twitter and YouTube as channels of Russian influence.8 A British parliamentary inquiry focused on Facebook.9 These services can be used and exploited quite cheaply and easily to exacerbate existing social tensions through disinformation. It is important to emphasize: Disin-

7 Standing Committee on Access to Information, Privacy and Ethics, “International Grand Committee on Big Data, Privacy and Democracy.”
formation has not developed because of these technologies – it is not a new or purely digital phenomenon. Rather, disinformation amplifies the existing social challenges many established democracies face today – be it widespread fears of social decline, racism, political corruption or ethnic conflict.10

What is new, however, is the extent of disinformation, and this is connected to the rise of some social networks, search engines and video portals: They can strengthen debates and perspectives that contribute to social division and polarization. Therefore, the specific ways these services function must be taken into account when talking about disinformation in the digital realm. At the core of Facebook, Google, Instagram, Twitter and YouTube, for example, is a logic of maximizing attention – a logic for which anger and lies often work better than kindness and truth (see info box on the following page). This attention maximization logic that characterizes some social networks and search engines is based on extensive data collection. Personal data can be used to create detailed profiles that enable companies to sell targeted ads. A side effect of this is the emergence of personalized, segmented realms of digital information and news that go largely without journalistic gatekeeping. Such realms are particularly susceptible to the spread of disinformation.

How microtargeting, personalization and network effects facilitate the spread of disinformation

Deceiving people, but also manipulating societal debates, is easier than ever in the digital public sphere. Social networks not only allow people to consume information and entertainment, but also to produce it.\(^\text{11}\) Search engines make knowledge and information about political events quickly and easily available around the globe. This leads to an enormous democratization of political discourse, with more and more citizens able to participate in social and political debates on the internet. But it simultaneously creates new outlets for extremists and contributes to segmenting the public: The millions who use Facebook every day in Germany\(^\text{12}\) can personalize their news and information spaces more easily than before. Moreover, due to the structure of many social networks (and a lack of resources in traditional media), journalistic gatekeeping is often missing. For example, an editorial department that researches and selects stories, and corrects false or misleading information. Without journalistic gatekeepers, the door for manipulating opinions in these segmented, highly personalized information spaces is wide open. There is a risk, for example, that users may build echo chambers in which their existing views are confirmed.\(^\text{13}\) Microtargeting\(^\text{14}\), for example, allows commercial and political organizations to harness messaging to hone in on those who would most likely be affected and incited by such content. That, in turn, can deepen existing social divisions.

Such microtargeting is at the core of most social networks and other digital services: They make money as marketing platforms by selling personalized ad spaces. They have neither an educational/informational mandate, nor are they subject to the professional ethics of journalism. Users' attention is the sole driver of this system. Therefore, corporations try to keep people on their


\(^\text{12}\) In Germany, the use of social media for news consumption is relatively low, but growing; see Nic Newman, “Reuters Institute Digital News Report 2019” (Oxford: Reuters Institute for the Study of Journalism, June 12, 2019), https://reutersinstitute.politics.ox.ac.uk/sites/default/files/2019-06/DNR_2019_FINAL_0.pdf.

\(^\text{13}\) It is hard for scientists to check the existence and nature of echo chambers due to a lack of data access with the companies. Some studies have found them; see the literature overview in Jan Philipp Rau and Sebastian Stier, “Die Echokammer-Hypothese: Fragmentierung der Öffentlichkeit und politische Polarisierung durch digitale Medien?,” Zeitschrift für Vergleichende Politikwissenschaft, August 29, 2019, 1–19, https://doi.org/10.1007/s12286-019-00429-1.

\(^\text{14}\) This refers to the data-based, targeted addressing of individual people or groups.
sites and in their apps as long as possible (to increase their “engagement”\(^{15}\)) in order to show them ads. In this undertow of attention maximization, excitement and anger work better than facts and kindness. Anger especially ensures that people share content and reject other views.\(^{16}\) Journalistic offerings face difficulties in this environment. Combined with the large reach and high speed of many social networks, the loudest and coarsest of voices in any given debate become salient.\(^{17}\)

The unprecedented concentration of both data and power in some of these companies cyclically reinforces these tendencies: The better companies are in capturing the attention of users, the longer, more frequently and more intensively people will use a social network or search engine; the better these companies can profile their users; better personalize the content and ads they offer; and thus ensure that people use their offerings longer, more frequently and more intensively. This clearly shows how important data collection and positive network effects (the more users a service has, the more useful it becomes) are for many companies.

---

\(^{15}\) This is a term straight from marketing, meaning user interaction with digital content, i.e. reading, liking, following, subscribing.


The introduction shows that a discussion on the regulatory reaction to disinformation cannot be limited to correcting individual pieces of false content. Hiding behind the phenomenon of disinformation in the digital realm are questions about the sheer data power of some corporations, the attention-driven system of many social networks, weakened journalistic gatekeepers and the lack of rules for online political communications. Therefore, it is necessary to focus on a number of legal areas and policy fields when searching for legislative solutions. It is important to note, however, that regulatory measures do not necessarily have to be explicitly designed to act against disinformation or hate speech, but can also strengthen users of social networks, search engines or video portals.

The latter approach is still underdeveloped in Germany and the EU, as previous measures have been characterized by self-regulation and the removal of illegal content. This is explained in more detail in the following overview, which analyzes several approaches.

Regulatory Measures for Tackling Disinformation

Two major disinformation campaigns in Europe and in the US in 2016 (during the Brexit referendum and the presidential election) can be seen as turning points. Since then, more thought has been given to how regulatory and legislative interventions can curb disinformation on both sides of the Atlantic. Previously, there had been only minor regulation of companies such as Facebook and Google, and it was largely left up to them to decide how they contained disinformation on their platforms, if at all. Moreover, such digital technologies have long been seen as (exclusively) beneficial to people’s communication and opinion formation. Discussions about the role of Facebook, Twitter and YouTube in promoting democracy during the Arab Spring were a key factor here.18

Since at least the 2016 US election, however, this view has changed. The negative effects of social networks and search engines on democratic discourse have become clearer. A new extent of disinformation has been recognized among academics, civil society and policymakers as a potential source of disruption to political decision-making. Reactive countermeasures have emerged around the world. Governments were initially primarily concerned with so-called “harmful” content: Falsehoods must be corrected, and illegal content deleted. The importance of fact checking was stressed, as was the

need to more readily apply existing criminal law to online communications. There continued to be a reliance on companies’ own measures, such as adopting their own rules for moderating and deleting content or cooperating more closely with fact-checking initiatives. The EU Action Plan against Disinformation, which focuses primarily on voluntary commitments by large corporations, serves as an example of such reactive measures at this stage. The German Network Enforcement Act already departs from this self-regulatory approach but still focuses primarily on the removal of content.

Even so, three years after the US election, not much has changed. Measures taken by corporations themselves, often without a regulatory framework, continue to shape the approach against disinformation. Additionally, many of the reforms already pending in Germany to deal with a society and economy undergoing technological change are not designed to tackle the dangers of disinformation that have become more apparent since 2016. Reforms regarding the digitization of the economy (in competition law), the outsized role of personal data (in data protection) or changing media production and use (in broadcasting regulation), for example, have all been discussed for quite some time. To date, it remains unclear how such deliberations can or should integrate the dangers of disinformation campaigns and previous reactions to them.

Overall, this leads to a fragmented approach in tackling disinformation. The following short analysis of different strategies in dealing with disinformation highlights this fragmentation. The figure on the following page shows five areas that will be more closely analyzed – from self-regulation and content moderation, to issues of media regulation, competition law and data protection. The background of each area will be briefly explained with one or more exemplary measures. Then, each topic’s importance to disinformation will be discussed, even if the action itself does not explicitly refer to disinformation. The strengths and weaknesses pointed out afterwards always refer solely to tackling disinformation. The weaknesses will be touched on again in the paper’s conclusion. Further information on all abbreviations and laws mentioned in the illustration can be found in the text and/or in the appendix.
How past and potential regulatory approaches tackle disinformation

<table>
<thead>
<tr>
<th>Self-regulation</th>
<th>Content moderation</th>
<th>Media regulation</th>
<th>Competition</th>
<th>Privacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>European Commission</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>German (federal level)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NetzDG*</td>
<td>Telemedia Act*</td>
<td>ARC*</td>
<td>Federal Data Protection Act</td>
<td></td>
</tr>
<tr>
<td>Federal Office of Justice</td>
<td></td>
<td></td>
<td>Federal Cartel Office</td>
<td></td>
</tr>
<tr>
<td>German (state level)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JMSV</td>
<td>Interstate Broadcasting Treaty*</td>
<td>State media authorities</td>
<td></td>
<td>State data protection authorities</td>
</tr>
<tr>
<td>Federal Labour Court</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* = reform pending  
= legislation  
= authority/organization  
= (partial) implementation of EU law  
= competent authority/organization

Regulatory approaches to disinformation in Germany and the EU

**Self-regulation**

**Example and background.** The prime example of a self-regulatory approach to dealing with disinformation is the EU's response to the prominent disinformation campaigns of 2016. At the end of 2018, the European Commission presented a Code of Practice19 for major social networks and search engines, as well as an Action Plan20 against disinformation.

---


A group of experts had previously drawn up proposals on the topic.21 The commitments cover several issues, such as media literacy, content moderation and political advertising. As such, self-regulation in this case can be understood as an overarching approach.

The Action Plan stipulates that the European External Action Service will receive more financial resources and more staff for strategic communications. Moreover, an early warning system will be set up, as well as awareness campaigns for citizens. As the European Commission cannot comment on disinformation issues within EU member states, focus was placed instead on possible Russian disinformation campaigns. The Action Plan also includes a section on monitoring the Code of Practice for major social networks and search engines.22 One of the aims of these voluntary commitments is to close fake accounts more quickly. Additionally, the placement of political ads would be more strictly regulated. To this end, platforms set up publicly accessible databases for political ads. Moreover, corporations are meant to work together with civil society organizations and support research.

Strengths. That there is even an EU-wide response to disinformation developments since 2016 is an important signal: The European Union has recognized the need for strategic communications against disinformation, as well as strengthening cooperation and raising people’s awareness. These are precisely the points made in the Action Plan. New resources and networks can help in addressing some of the issues related to disinformation. Additionally, the Code of Practice stands as a symbol for attempting to curb disinformation together with large corporations.

Weaknesses. The EU’s self-regulatory measures remain vague, and the Code of Practice lacks enforcement and sanctioning mechanisms.23 Examples of these weaknesses can be found in abundance. Companies’ “support” of research, for example, includes no obligation to make data interfaces accessible to researchers, even though this forms the basis for meaningful scientific studies that can critically evaluate and cross-check the platforms’ own

22 Companies and industry associations having signed the Code are Facebook, Google, Mozilla, Twitter, the European Association of Communications Agencies (EACA), the Interactive Advertising Bureau (IAB Europe) and the World Federation of Advertisers (WFA).
measures. Additionally, corporations are likely working on technological solutions to delete fake accounts, even without the Code. The political ad databases were indeed a new development, set up largely in the run-up to elections for the European Parliament in 2019. However, they were incomplete and bug-ridden. There was little the EU could do about that – due to the lack of sanctioning mechanisms. Moreover, it is questionable whether an unblinking focus on Russian influence does justice to the disinformation problem if it is clear that many disinformation campaigns are conducted by domestic people and organizations. During the 2017 federal elections in Germany, for example, domestic right-wing populists were the primary source of spreading disinformation, without direct intervention by foreign states. The EU was aware of these weaknesses from the outset – the Action Plan itself states that upon its evaluation, regulatory measures are possible. Some of those potential measures will be discussed in the next section.

Content Moderation

Examples and background. There are already established liability and deletion rules for dealing with illegal content on the internet. In Germany, examples of such content include the incitement of hate and speech insulting ideological or religious communities. Since 2016, governments around the world have been trying to better enforce the removal of criminal content. There are limits, however, to how well this approach can be used to constrain disinformation because disinformation is not always illegal. Nevertheless, discussing questions about content moderation and deletion is necessary in the realm of disinformation.

The removal of illegal content on the internet works mainly through a procedure of “notice and take down”: Social networks, search engines and other

---

24 For an overview of the difficulties regarding data access for academia and civil society, see Alexander Sängerlaub, “Der blinde Fleck digitaler Öffentlichkeiten” (Berlin: Stiftung Neue Verantwortung, March 21, 2019), https://www.stiftung-nv.de/sites/default/files/blinde.fleck_digitale.oeffentlichkeit.pdf.


internet services must delete illegal content when they learn of its existence. They do not have to actively search for such content. This serves as the basis for many services on the internet. If social networks, search engines, video portals and other digital services had not been at least partially exempt from liability for their users’ content, companies such as Google, Facebook and Twitter would hardly have been able to develop. These liability rules and exceptions are laid out in the EU's e-Commerce Directive and are reflected in the German Telemedia Act (“Telemediengesetz,” TMG). At the European level, a Digital Services Act is to replace the e-Commerce Directive and update liability rules. In Germany, the Network Enforcement Act (“Netzwerkdurchsetzungsgesetz,” NetzDG) calls on large social networks to provide users with a procedure for reporting potentially illegal content. According to the NetzDG, providers must delete such potentially criminal content within a certain period of time after notification.

Strengths. Removing illegal content online is consistent with the application of existing laws. Finding a suitable structure for content moderation and deletion is therefore a positive approach. The NetzDG is a supplement to and extension of the previous liability and deletion practices and introduces some new requirements. In addition to the aforementioned obligation to offer set guidelines for reporting illegal content, companies must designate point persons for complaints and file reports on deletion and moderation procedures. These approaches are sensible because they create rules for the structures and processes within companies that go beyond the removal of individual pieces of content. This can also be helpful in dealing with disinformation if there are clear, transparent and externally verifiable company guidelines for moderating and deleting content.

Weaknesses. The current liability and deletion provisions outlined in the e-Commerce Directive have largely proved their worth, but they still need an overhaul in light of the rise of social networks and search engines since the directive's adoption in the year 2000. The EU itself believes such reforms are necessary, and the necessity of such reforms is also mentioned in the


2017 German coalition agreement\textsuperscript{30}. When it comes to questions concerning liability and content deletion, however, especially regarding disinformation, there is a fine line between freedom of expression and censorship. This makes the debate on possible reforms and solutions difficult.\textsuperscript{31} Of course, illegal content online cannot be tolerated, and its removal needs to be strictly enforced. But, again, with disinformation, it is often difficult to assess what is covered by the right to freedom of expression, and what is punishable by law. It becomes even more problematic if – as is the case with the NetzDG – users have no right to object (when content is removed that should not have been in the first place), and the determination of a breach of law is largely outsourced to companies. Additionally, a focus on content removal does not ensure that people and groups are spared from targeted, manipulative messaging. Nor do the NetzDG obligations necessarily lead to the prosecution of those spreading illegal content.\textsuperscript{32} Moreover, the rules governing transparency reports are unclear: Corporate reports are hard to compare and, in some cases, are incomplete due to a lack of specifications.\textsuperscript{33} All of this shows that the content moderation approach, at least as it is currently applied to illegal content, cannot be easily transferred to issues arising from disinformation.


\textsuperscript{32} A few special police units for cybercrime have been set up, focusing on the prosecution of hate speech; see Max Hoppenstedt, “Strafbare Postings in sozialen Netzwerken: ‘Woher der Hass kommt, ist wirklich nur schwer zu begreifen,’” \textit{SPIEGEL ONLINE}, June 21, 2019, https://www.spiegel.de/netzwelt/netzpolitik/netzdg-staatsanwalt-christoph-hebbecker-ueber-hass-in-sozialen-netzwerken-a-1273176.html.

\textsuperscript{33} Facebook, for example, was hit with a fine because the transparency reports are incomplete; see dpa, “Facebook wehrt sich gegen NetzDG-Bußgeld,” \textit{heise online}, July 19, 2019, https://www.heise.de/newsticker/meldung/Facebook-wehrt-sich-gegen-NetzDG-Bu00dfsgeld-4475699.html.
Media Regulation

Example and background. Reforms to German media oversight – in the form of the planned Interstate Media Treaty (“Medienstaatsvertrag”) – are not explicitly designed to curb disinformation. However, the previous Interstate Broadcasting Treaties are partly in place to create news and information environments that do not hinder democratic discourse and political decision-making, but rather cultivate it. Therefore, the Interstate Media Treaty can serve as an example of both the opportunities and risks associated with adapting a regulatory framework built for the analog world to the digital world.

The Interstate Media Treaty is the 23rd amendment to the Interstate Broadcasting Treaty, which creates rules for, among other things, the supervision of television, radio and online media in Germany. For the first time, there is now talk of an Interstate Media Treaty instead of an Interstate Broadcasting Treaty. This renaming reflects the effort to adapt existing German media regulations to the digital age. The set of rules should also include social networks and search engines: As such services become more and more important for media users to obtain news and information, Germany’s federal states would like to assert their own area of expertise with the Interstate Media Treaty. That is because in Germany, the federal states are responsible for supervising radio and TV, as well as “telemedia” (i.e. media offerings over the internet, such as newspapers’ online platforms). An important task of such an oversight apparatus concerns the protection of minors from harmful media, which is regulated by the Interstate Treaty on the Protection of Minors from Harmful Media (“Jugendmedienschutz-Staatsvertrag,” JMStV). It defines a system of “regulated self-regulation,” which includes, for example, the Association for Voluntary Self-Regulation of Digital Media Service Providers (“Freiwillige Selbstkontrolle Multimedia-Diensteanbieter,” FSM). Its members are companies such as Facebook and Google, which operate a complaints system for criminal and “youth-endangering” content through the association.

Parts of the Interstate Media Treaty, in particular those pertaining to video portals such as YouTube, implement provisions of the EU’s Audiovisual Media Services Directive (AVMSD). This is also the reason why the Interstate Media Treaty must be in place by September 2020: The AVMSD must be trans-

posed into national law by that date. The draft Interstate Media Treaty was preceded by a federal-state commission on media convergence\textsuperscript{36}, which in turn was based on a comprehensive expert opinion\textsuperscript{37} written for the federal states’ Broadcasting Commission. The latter had already been published in 2014, showing just how long the discussion on adapting German media regulation to the digital age has been taking place.

**Strengths.** As disinformation can spread easily in the digital realm, the basic idea of defining supervisory standards for large social networks and search engines is sensible and useful. Debates on the matter are not only happening in Germany: In France\textsuperscript{38} and in the United Kingdom\textsuperscript{39}, for instance, there have been proposals for creating central authorities specialized in social networks. Due to the federal structure of media regulation in Germany, the Interstate Media Treaty places the supervision of social networks in the hands of the federal states.

Some of the concrete rules proposed in the draft Interstate Media Treaty may be helpful in curbing disinformation. A promising approach is the algorithm transparency requirements for social networks and search engines. Disclosing how the selection and arrangement of search results and articles work can improve users’ awareness of an algorithmically determined news environment. Requirements for naming point persons – similar to the ones in the Network Enforcement Act (see above) – also make sense. Both are measures which are not directly aimed at removing potentially illegal or misleading content but are intended to ensure greater transparency for news consumption.


Weaknesses. Whether the Interstate Media Treaty is fit for a digital news environment characterized by social networks, search engines, video portals and blogging services remains to be seen in the current draft. Introducing new terminology or adapting existing terminology alone creates uncertainty and ambiguity.40 The draft treaty speaks of media platforms (roughly meaning Netflix), media intermediaries (roughly Google and Facebook), user interfaces (roughly electronic program guides), video sharing services (roughly YouTube) and “broadcast-like telemedia” (roughly public broadcasters’ online media libraries). But the boundaries are blurred and unclear. The latter term in particular demonstrates the basic approach of extending the understanding of broadcasting to social networks, search engines and video portals. The fact that the division into linear and non-linear media (for instance, radio versus streaming services) is maintained is partly due to the provisions of the AVMSD.41 But even with that in mind, the term “broadcast-like telemedia” in the German draft does not do justice to the digital information and news environment of today.42

Rules on transparency make sense in many areas, but much depends on how they are designed. In the Interstate Media Treaty, the minimum goal is that algorithm transparency helps one to better understand the influence of large social networks and search engines in the formation of opinions.43 There are a total of two short sections in the draft treaty on that: one for media platforms such as Netflix, and one for media intermediaries (i.e. social networks and search engines). In each case, the requirement is that users should be informed directly and in easily understandable language about the “central criteria” of search and sorting algorithms. Clearer, more detailed standards are needed for such transparency rules. Otherwise, a situation similar to existing transparency efforts by Facebook and Twitter arises: Companies may educate users about why they see certain advertising content, but this information is rudimentary and therefore unhelpful. The draft also calls for


41 Hartung, “Medienstaatsvertrag: Der Vielfalt verpflichtet.”


labeling political ads on social networks and search engines. Again, concrete details are missing, although there are specific suggestions as to what information presented in which specific way could help users.

**Competition X Privacy**

**Examples and background.** For years, discussions have been taking place about more closely integrating competition and data protection authorities in order to cope with the growing data and market power of large social networks and search engines. This approach is not directly aimed at tackling disinformation. Nevertheless, a look at competition and data protection rules is important, as they can indirectly help curb disinformation. The personalized, segmented news feeds of global networks leave the door wide open for disinformation. Limiting data collection and the dominant position that Facebook and Google currently hold in the online advertising market could close this door somewhat, as the segmentation and personalization of news feeds or search engine results via search and sorting algorithms would not be possible without extensive data collection and profiling (see info box on pages 10 and 11).

One example of a link between competition law and data protection is the antitrust proceedings against Facebook in Germany. The federal competition authority (Bundeskartellamt) investigated Facebook’s market power against the backdrop of the company’s extensive data collection practices. The Bundeskartellamt concluded that Facebook has a dominant market position and abuses it to the detriment of its users. According to the competition authori-

---

ty, users lose control over their own data even if they do not suffer any direct financial damage as a result.47 Specifically, the case was about whether and how Facebook is allowed to merge the data from its services Facebook, Instagram and WhatsApp, and from other sources. The Bundeskartellamt prohibited the practice. In a subsequent legal decision, however, the Düsseldorf Higher Regional Court initially halted the implementation of this prohibition.48 Whether the Bundeskartellamt will be successful in its attempt to link data protection and competition law will only become clear in the coming months and years: The final judgement is probably months away, the Federal Court of Justice will deal with the case and proceedings before the European Court of Justice are also possible.49

Strengths. Combining data protection and competition law in the Bundeskartellamt proceedings represents an attempt to limit the data and market power of Facebook and other dominant digital companies. The competition authority makes its case based on the EU’s General Data Protection Regulation (GDPR). The GDPR offers options to limit the collection of data – especially on sensitive topics like political ideology, sexuality and health status – which is at the core of many social networks’ advertising models. To provide just one example: Default settings on social networks have to be chosen in such a way as to ensure that they collect and share as little personal data as possible (data minimization and “privacy by default”), which can help restrict tracking and profiling. This improves the chances of not solely receiving information and content that an algorithm has calculated could perhaps


lead to high user engagement – content that plays into users’ anger or other emotions, for example.\textsuperscript{50}

**Weaknesses.** In the realm of data protection, the GDPR provides a recently updated legal framework to constrain unlawful data collection. Yet, its enforcement is difficult, because data protection authorities often lack the necessary resources. In contrast, antitrust authorities have traditionally had strong enforcement powers. Antitrust authorities, however, are missing a legal framework suitable for the digital age, although they themselves have built up strong expertise regarding technological changes in the economy.\textsuperscript{51} The antitrust proceedings against Facebook revealed these institutional weaknesses. This also indirectly hinders the containment of disinformation on large platforms. At least a reform is planned with regard to competition law. The Federal Ministry for Economic Affairs and Energy has set up the “Competition Law 4.0 Commission,” which in its report recommends improved data access for citizens and potential competitors, as well as “institutionalized networking” for various supervisory authorities.\textsuperscript{52} Until these or similar reforms have arrived, however, the current law of the land remains in place – and this is based on a separation of antitrust and data protection law.

Overall, the review of different approaches dealing with disinformation reveals structural weaknesses. The landscape for tackling disinformation is shaped by reactive measures put in place after 2016, which consisted mainly of self-regulatory measures and stricter guidelines for content moderation. In other legal and policy areas, approaches going beyond this are only slowly beginning to emerge. The planned reforms of media regulation and competition law are examples of this. Disinformation, however, is not viewed holistically, which makes its regulatory framework incomplete. In the following conclusion, some of these weak points are discussed as possible areas of activity for future legislative and regulatory measures.

\textsuperscript{50} Further examples from the GDPR are rules on purpose limitation, transparency and information obligations and data protection for children. An extension of the data protection impact assessment could also be helpful.


Conclusion and Outlook

On the one hand, the activities described in this paper show that awareness of the problem of disinformation among political and business leaders is growing. On the other hand, they reveal difficulties in curbing disinformation: Self-regulation has not worked, as is evident in the EU’s self-assessment of the Action Plan. Transposing the approach for content moderation – so far clearly the preferred method in dealing with illegal content – is also inappropriate. Even planned regulatory projects, such as reforming media regulation, do not adequately address the dangers of disinformation. This creates a patchy regulatory environment that benefits individuals and organizations aiming to spread disinformation.

Democratic societies, however, are not powerless to disinformation. This paper also makes that much clear. There are legislative and regulatory projects at every political level that can help constrain disinformation. Measures that merely fight against manipulative and illegal content are less important. Instead, further efforts are necessary for creating a digital environment that empowers citizens to freely and independently form their own political opinions. That includes transparency rules for companies, as well as measures that strengthen privacy and oversight mechanisms. Although this is not the primary focus of this paper, the expansion of news and information literacy, as well as support for journalism, are also important, of course. If the individual approaches outlined here are considered as a whole, some overarching points for possible future activities can be identified.

Less reliance on self-regulation. The EU Code of Practice is a symbolic measure. Although the EU deems it a success, it is also aware of how limited self-regulatory measures are. The overarching Action Plan therefore states that regulatory measures could also be proposed if no progress is made after a one-year evaluation period. The possible reform of the e-Commerce Directive into a Digital Services Act could include such regulations. The NetzDG and the Bundeskartellamt’s aspirations underscore the attitudes of political and regulatory decisionmakers that self-regulation is no longer enough. Social networks and search engines, for example – which make their money as advertising platforms but simultaneously help shape the political opinions of many citizens – need clear rules for this side effect of their work as ad

53 The SNV has separate projects dealing with these issues related to strengthening the digital public sphere.

providers. That applies today in Germany, especially for Facebook, Google, Instagram and YouTube, but could refer to completely different offerings in the future. This must also be considered when it comes to possible regulatory measures.

**Define transparency rules in more detail.** Many of the measures taken so far are concerned with transparency: The Interstate Media Treaty deals with transparency rules for algorithms, the Action Plan puts some focus on the transparency of political ads, and the NetzDG emphasizes the appointment of point persons and companies’ reporting obligations. For users, insights into how social networks and search engines function can be helpful. Such insights are even more important for researchers, so they can understand the nature and impact of digital services and then make their findings accessible to the public. To this end, transparency rules must become clearer. For example, the guidelines for algorithm transparency and accountability need to be defined in more detail. Moreover, scientists must be able to work with data from social networks and search engines.55 With meaningful scientific findings, policy makers can then make evidence-based policy decisions. At present, researchers and policymakers often have to rely on case studies or on companies’ voluntary initiatives to obtain data. That has not worked very well so far.56 Reports with figures on deleted content, a requirement of the NetzDG, have also been met with criticism because they are inconsistent and incomplete.57 On matters of transparency, it is important to consider the interplay between transparency and data protection. Demands for transparency for researchers should not be rejected on flimsy grounds referring to data protection. And data protection must not be weakened to enable research. In principle, the GDPR offers avenues for allowing anonymized, aggregated data analysis for research purposes.

Transparency is also necessary for online political communications. The Action Plan alludes to political advertising on the internet, and the Digital Services Act could contain clear EU rules in this respect. Right now, citizens are dependent on the voluntary measures corporations themselves have developed over the years. There is both plenty of criticism of this self-regulato-

55 Sängerlaub, “Der blinde Fleck digitaler Öffentlichkeiten.”
ry practice and concrete suggestions for improvements. In this area, both data protection and media regulation approaches must be combined, and Germany’s law on political parties must also be considered. Ideally, European rules would take into account country-specific electoral laws.

Enhance enforcement. Before new laws for the digital public sphere are created, existing laws should be strictly enforced. This was the thinking behind the Network Enforcement Act with regard to criminal law. Instead of focusing on criminal law, however, an emphasis on data protection law would be helpful. At first glance, it may not be obvious what data protection has to do with disinformation: The GDPR is not designed to remove broad swaths of illegal content from the internet. If attention is turned to the data-driven logic behind Facebook, Google, Twitter, YouTube and other companies, however, privacy rules can very well aid in curbing disinformation (see Competition X Privacy above). Demands for better law enforcement in the realm of data protection are by no means new or controversial – there is just a lack of resources. For years, decisionmakers with states’ data protection authorities have complained about too few personnel and too little financial resources. Precisely because privacy rights are becoming more important in an age of surveillance capitalist corporations such as Facebook and Google, it is important to provide expertise and resources to enforce them.

Improve coordination and consider a holistic approach to oversight. For the foreseeable future, reforms at various political levels in various policy fields – from media supervision to content moderation and competition law – will shape the regulatory response to disinformation and also online hate speech. In order to avoid potentially conflicting objectives and decisions in this fragmented regulatory framework, it is useful to improve coordination bet-

---


ween respective authorities. This refers to the interplay between competition and data protection law, for example. Another example is data protection for children: This currently falls within the Interstate Treaty on the Protection of Minors from Harmful Media and the GDPR, albeit without institutionalized coordination. Whenever possible, closer cooperation between German oversight bodies and ministries and European partners is also helpful in establishing EU-wide common standards. The Digital Services Act could remedy this situation. Attention must be paid, however, to country-specific contexts with regard to internet use, media systems and oversight structures, for example. For good reason, Germany’s media supervision is purposefully removed from government influence and has a federal structure.

Even in light of the historical imperatives shaping German media regulation, it is worth considering future forms of supervision specifically designed for social networks and search engines. For instance, the idea of an “internet general manager’s office” (“Internetintendanz”) would include, among other mechanisms, a supervisory authority for questions of disinformation. As mentioned above (see Media Regulation), after months of research on Facebook in France, a central supervisory authority for social networks was proposed to the government. Such an authority is also being discussed in Great Britain. Interestingly, French experts compared their proposal with financial market regulation: The focus is on processes (not products) and there is an overarching supervisory authority for the market. The comparison could be expanded to pharmaceutical regulation. The primary oversight objective is not to withdraw a specific financial product or specific drug from circulation, but to ensure that suitable compliance processes and structures are established within companies at the outset in order to avert possible damage to citizens.

Some of these measures can be tackled in the short term, while others require long-term structural reforms. For example, the consideration of a special oversight mechanism for social networks raises constitutional questions in Germany that are difficult to quickly and easily resolve. Certain areas, though, would lend themselves to immediate regulatory and legislative action. Strict enforcement of the GDPR would be one example of an immediate measure. It is also vital to think about clear rules for online political communications as soon as possible. Even if the danger of disinformation via political online ads in Germany is still low and should not be dramatized, it is not hard to predict that political communications will shift even more intensely into the digital realm.

If such short-term and long-term solutions are combined, a holistic policy agenda emerges that addresses the dangers of disinformation. Otherwise, the problem of disinformation will become further aggravated by a fragmented regulatory approach.
<table>
<thead>
<tr>
<th>Focus</th>
<th>Self-regulation</th>
<th>Privacy</th>
<th>Content moderation</th>
<th>Competition</th>
<th>Content mod.</th>
<th>Media regulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Explicit reference to dis-information</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>EU connection</td>
<td>Yes, EU measure</td>
<td>Yes, EU measure</td>
<td>Yes, EU measure</td>
<td>Yes</td>
<td>Yes, partial implementation of E-Commerce Directive</td>
<td>Yes, partly determined by the Treaty on the Functioning of the European Union (TFEU)</td>
</tr>
<tr>
<td>Key points regarding dis-information</td>
<td>Code: Commitment for companies regarding online political ads, cooperation with civil society, academia</td>
<td>Limits on data collection and profiling with rights for internet users (data subjects' rights), including rights of access, deletion and rectification, privacy by default, purpose limitation, data portability</td>
<td>Guidelines for independent national media supervisory bodies, latest version with focus on video portals</td>
<td>Liability rules and exceptions for internet service providers with regard to illegal content</td>
<td>Provisions based on criminal law for social networks for reporting illegal content and deadlines for its removal; naming of contact persons for authorities; reporting obligations</td>
<td>Liability rules and exceptions for internet service providers with regard to illegal content</td>
</tr>
<tr>
<td></td>
<td>Action Plan: More resources and personnel for strategic communication, early warning system</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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