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Executive Summary

A small number of large digital platforms increasingly shape the space for most online interactions around the globe and they often act with hardly any constraint from competing services. The lack of competition puts those platforms in a powerful position that may allow them to exploit consumers and offer them limited choice. Privacy is increasingly considered one area in which the lack of competition may create harm. Because of these concerns, governments and other institutions are developing proposals to expand the scope for competition authorities to intervene to limit the power of the large platforms and to revive competition.

The first case that has explicitly addressed anticompetitive harm to privacy is the German Bundeskartellamt’s case against Facebook in which the authority argues that imposing bad privacy terms can amount to an abuse of dominance. Since that case started in 2016, more cases deal with the link between competition and privacy. For example, the proposed Google/Fitbit merger has raised concerns about sensitive health data being merged with existing Google profiles and Apple is under scrutiny for not sharing certain personal data while using it for its own services.

However, addressing bad privacy outcomes through competition policy is effective only if those outcomes are caused, at least partly, by a lack of competition. Six distinct mechanisms can be distinguished through which competition may affect privacy, as summarized in Table 1. These mechanisms constitute different hypotheses through which less competition may influence privacy outcomes and lead either to worse privacy in different ways (mechanisms 1-5) or even better privacy (mechanism 6). The table also summarizes the available evidence on whether and to what extent the hypothesized effects are present in actual markets.

Table 1 Overview of mechanisms through which competition affects privacy

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  If there is less competition, companies can collect more personal data.</td>
<td>Limited effect in app markets and tentative evidence in advertising markets.</td>
</tr>
<tr>
<td>2  If there is less competition, consumers face less choice regarding privacy.</td>
<td>Conceptual argument, open question for competition authorities: What is the benchmark for identifying anticompetitive conduct and restoring choice?</td>
</tr>
<tr>
<td>3  If companies merge, companies can collect and use more data.</td>
<td>Self-evident, and a matter for competition authorities if privacy is a relevant factor for competition.</td>
</tr>
</tbody>
</table>
Mechanism Evidence

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 Personal data in the hands of dominant firms creates more harm.</td>
<td>None based on the (theoretical) evidence of the effects of price personalization: no link between market power and negative outcomes for consumers.</td>
</tr>
<tr>
<td>5 If there is less competition, companies can undermine competition on privacy.</td>
<td>Limited to the readability of privacy policies decreasing as firm size increases.</td>
</tr>
<tr>
<td>6 Dominant firms can obtain quasi-regulatory powers over personal data that hamper competition.</td>
<td>Harm to competition evident, unclear whether there are benefits for privacy.</td>
</tr>
</tbody>
</table>

Source: Stiftung Neue Verantwortung.

Based on these findings, some of the mechanisms would strongly benefit from more research to better capture their relevance across markets. Others already have sufficient empirical and conceptual support to warrant stronger intervention by policymakers. These interventions should include the following:

First, besides developing a clearer notion of what it means to provide choice on privacy from a competition perspective, several options should be pursued by a collaboration between competition and data protection authorities to increase choice vis-à-vis dominant firms. These options include involving consumers in the development of privacy policies, for example through democratic decisions on privacy policies and/or forms of community consent. Another option is to unbundle consent and/or data such that dominant firms must obtain more granular consent before being allowed to share data internally.

Second, competition authorities should recognize that in a merger, a reduction in privacy can be both out of scope of the GDPR and relevant for competition if privacy is a relevant factor for consumers. Authorities should be comfortable to rely on stated preferences to determine whether consumers care about privacy in a specific market. Revealed preferences are often less meaningful because consumers face various obstacles in making effective privacy choices.

Third, authorities as well as the wider privacy community should develop metrics to assess the quality of a privacy policy to allow for reaching a view on whether a practice improves or degrades privacy. Any set of metrics will make some simplification inevitable which is necessary to cut through the excessive complexity that currently prevents authorities from reaching a view on whether mergers or other behavior have any impact on privacy. In the
longer term, a clear on such questions is needed to reach a common framework for competition and privacy. Such a framework is important for competition and privacy authorities to consistently balance privacy and competition where trade-offs are inevitable.

Fourth, statistical agencies and academia should work together to provide more evidence on the state of competition in digital markets not only but also on privacy. For example, policymakers should know whether firms with market power collect more/more intrusive data than those without. They should also know whether and how firms with market power hamper competition on privacy, e.g. by making privacy policies unnecessarily obscure. Digital platforms have been reluctant to share such data, providing a rationale for an obligation for them to make significantly more data accessible. Statistical agencies, academic research and civil society organizations should play a role in analyzing the data and making it more widely accessible.
1. Introduction

Authorities around the world are concerned about the lack of competition in digital markets and the harm that this may bring. Privacy is increasingly considered an area where anticompetitive harm may arise. Experts argue that “the misuse of consumer data and harm to privacy is arguably an indicator of low quality caused by a lack of competition,”¹ and “market power affects both the choices that data subjects realistically have and the privacy risks they are exposed to.”² The Bundeskartellamt, the German national competition authority, has brought the pioneering Facebook case in which the authority seeks to establish that imposing privacy terms can amount to an abuse of dominance.³ Exactly how this happens is still subject to debate. Court decisions first invalidated and now have reinstated the decision but modified the underlying argument.⁴

Governments are developing proposals to revive competition and reduce the potential for harm. Policymakers, including the European Commission and the German Ministry for Economic Affairs and Energy, are seeking to expand competition enforcement powers and even adopt quasi-regulatory measures that put clearer limits on what conglomerate platforms can do.⁵ The potential for anticompetitive harm regarding privacy has attracted increasing attention and led to calls for more integration of competition law and privacy law.⁶

¹ Furman, Jason, Diane Coyle, Amelia Fletcher, Philip Marsden and Derek McAuley (2019), “Unlocking digital competition”, 43.
⁴ Higher Regional Court Düsseldorf, Decision of the Higher Regional Court of Düsseldorf in interim proceedings, 26 August 2019, Case Vi-Kart 1/19 (V) and Federal Court of Justice, Decision of the Federal Supreme Court, 23 June 2020, KVR 69/19, 23 June.
For this momentum to translate into effective action, policymakers need to understand through which mechanisms competition affects privacy outcomes. Only then can policymaking effectively tackle the harm that competitive dynamics entail for privacy. Those dynamics may manifest far beyond the Facebook case, for example, in the proposed acquisition of fitness tracker company Fitbit by Google and complaints by Bluetooth tracker company Tile against Apple.

This paper assesses the mechanisms through which competition (or a lack thereof) affects privacy, that is, what data about consumers is collected, and to what extent they can control the data collection. This paper reviews the available evidence for which mechanisms are most relevant in practice. Therefore, this paper seeks to contribute to a consistent and evidence-based framework for addressing concerns about anticompetitive effects on privacy. Section 2 sets the scene, Section 3 assesses six ways in which competition affects privacy, and Section 4 concludes.


2. Setting the scene

This section provides the background for the main analysis in Section 3 in three parts. First, it explains the key concepts of this paper. Second, recognizing that bad privacy outcomes are not only a concern in concentrated markets, an explanation how current market characteristics prevent competition on privacy from emerging is provided. Third, it details what it means to pursue an evidence-based in the context of digital competition and privacy.

2.1 Understanding privacy and competition

Privacy can be understood as the desired absence of tracking of an individual's activities and/or the degree of control that individuals have over the extent and form of tracking. Informational privacy is often equated with its legal dimension as a fundamental right: It aims to ensure informational self-determination, that is, the idea that individuals should be empowered to make informed choices about and take control of the data about themselves. From an economic perspective, privacy(-friendliness) is a feature of products exchanged in markets, and consumers value privacy as an intermediate good (if undesired collection of data puts them at a disadvantage when, for example, obtaining a credit) and/or as a final good with intrinsic value. However, information asymmetries, behavioral biases, consumers' weak bargaining power and externalities can lead those markets to fail (at least regarding their privacy dimension), thus preventing consumers from obtaining their desired level of privacy. Privacy regulation, in the European Union under the General Data Protection Regulation (GDPR), prescribes a minimum level of privacy to preserve the fundamental right, but is not designed to address the multitude of failures in the market for privacy.

Competition is the process between companies that, in the absence of a market failure, ensures economic efficiency. In short, firms have an incentive to offer better and/or cheaper products to attract consumers and increase

---

9 This conception of privacy is abstracted from the complexity laid out in the extensive literature on different definitions and dimensions of privacy.


11 The GDPR concerns data protection, of which privacy can be considered one aspect, alongside data security.

12 Although there is no literal “market” for privacy, products that are relevant for privacy are often traded in markets; privacy as the absence of and/or control over government tracking is beyond the scope of this paper.
profits, thus collectively maximizing welfare. Competition law is designed to keep markets competitive by sanctioning anticompetitive conduct by firms and making sure that mergers do not lessen competition significantly. Competition law is one of the sharpest tools in the toolbox of the European Commission, as recent investigations ending in high fines have demonstrated. However, competition law is not the only tool for fixing uncompetitive market outcomes: Where such failure is rooted in the characteristics of the markets, ex-ante regulation is used to provide a solution to the market failure such that, ideally, competition can take place within the regulatory framework.

A shared objective of privacy policy and competition policy is choice. It is an indicator of functioning competition, as markets generating a broad range of offers serve various needs and preferences. Choice also matters for understanding informational self-determination. Where a market offers no choice regarding privacy, for example, because of firm concentration, consumers cannot influence to what extent they are exposed to tracking unless they abandon that market entirely.

2.2 How privacy markets set adverse incentives for consumers and firms

Consumers have voiced concerns about widespread data collection in all kinds of settings. Consumers and companies face strong incentives to neither demand nor supply more privacy-friendly products and services. The current lack of competition on privacy, however, should not be misread as indicating that consumers do not care about privacy. Instead, the lack of competition on privacy results from markets setting the following privacy-adverse sets of incentives for consumers and for companies.

---


14 Other joint objectives include consumer welfare, market integration, and a concern with power asymmetries; see Costa-Cabral, Francisco and Orla Lynskey (2017), “Family ties: the intersection between data protection and competition in EU Law”, Common Market Law Review 54 (1), 11–50.

Consumers value their privacy but face excessive hurdles to protect it. The complexity of privacy markets in which personal data is traded means that consumers would need to put considerable effort into understanding the implications of accepting a single privacy policy. Even if they did, the multitude of such policies that determine an individual’s privacy implies that deriving the value of privacy from their behavior regarding individual data points is almost meaningless. Even in relatively simple settings, experiments have shown that consumers struggle to make choices that they consider to be in line with their preferences, and that these preferences are highly context-dependent. These hurdles explain the phenomenon often called the “privacy paradox”: Consumers say they value their privacy but take little action in line with their statement. For example, internet users indicate that they value items of their browsing history at around 7 EUR, while their behavior gives such easy access to that data that markets value it at as low as 0.0005 USD. Similarly, 72% of European consumers state that they are concerned about data collected about them on the internet, but 64% of consumers indicate they do not use software to protect their privacy, and 37% have never changed their browser settings. However, there is no meaningful behavioral evidence for the value of privacy that would capture it more adequately than mere inferences based on consumer behavior for individual data points.


Companies face a trade-off between privacy and monetization which discourages them from offering more privacy-friendly products. Companies that do often compete against incumbents that pursue aggressive monetization of personal data, in particular through ad targeting (and/or other forms of personalization, such as personalized recommendations). Privacy-friendly suppliers need to find a business model that is commercially viable despite lower profitability per user\textsuperscript{22} while facing more stringent constraints.\textsuperscript{23}

2.3 What kind of evidence is needed

Strong views are held about how competition affects privacy, while little evidence exists for the causal links between them. However, understanding those links is important to tailor interventions to avoid undesirable market outcomes. Addressing privacy failures specifically by dominant firms makes sense only if dominance contributes to the failure.

The history of Facebook provides several initial observations. Figure 1 illustrates the evolution of the platform's privacy policy, as measured by independent research, and of its market power, as proxied by the number of users. There is no linear relationship between privacy and competition, but it is more complicated. Although Facebook’s privacy policy was ranked lower in early 2019 than when it was first measured in 2004, the ranking was higher and lower in between. Thus, other factors clearly are at work and disentangling them is important to understand how competition drives privacy outcomes.

\textsuperscript{22} This trade-off also applies to large firms such as Facebook, which indicated in 2018, following the Cambridge Analytica revelations, that “product development around putting privacy first” had “some impact on revenue growth”. The Motley Fool (2018), “Facebook, Inc. (FB) Q2 2018 Earnings Conference Call Transcript”, \url{https://www.nasdaq.com/articles/facebook-inc-fb-q2-2018-earnings-conference-call-transcript-2018-07-25}.

\textsuperscript{23} Although certain business models may still be commercially viable at lower levels of profitability, they are likely to be associated with constraints that firms with aggressive monetization do not face. For example, if auctions determine which search engines appear in a menu that consumers see when configuring new devices and browsers, privacy-friendly search engines are unlikely to appear. See DuckDuckGo Blog (2020), “Search Preference Menus: No Auctions Please”, \url{https://spreadprivacy.com/search-preference-menu-auctions/}. Instead, auctions are likely to intensify the competition among providers that monetize personal data aggressively, as they can afford to spend more on acquiring individual users in such an auction.
Evidence may not always allow to reach final conclusions about causality between competition and privacy, but evidence helps to reject and support theories. The following three hypotheses can be tested empirically, but provide different degrees of insights into whether the link between competition and privacy is causal:

- Most dominant firms offer bad privacy policies to their users.
- Most dominant firms offer worse privacy to their users than non-dominant firms.
- Most firms begin to offer worse privacy policies once the firms gain market power.

The first hypothesis does not allow for any conclusion about the causal relationship between market power and privacy. It could just as well be that non-dominant firms offer privacy policies that are just as bad. The second hypothesis affirms a correlation but is not informative regarding whether dominance drives privacy outcomes. It could just as well be that a bad privacy policy facilitates market power. The third hypothesis is most likely to be related to a causal influence of market power on privacy, making this hy-
hypothesis the most suitable for an empirical test of the causal link between competition and privacy.

In this context, the Facebook case and the 10th amendment to the German Competition Act have triggered a debate about kind of causality is required for authorities to find exploitative use of dominance. The standard of causality has implications for the kind of evidence required to demonstrate such abuse. The courts, the Bundeskartellamt and the Federal Ministry of Economic Affairs and Energy have argued about whether exploitative abuse should be found only if the exploitative behavior is enabled by dominance (“behavioral causality”) or whether it is sufficient if dominance contributes to the outcome being negative (“causality relating to the outcome”).

It is clear how to establish the behavioral causality with an empirical test (can and do non-dominant firms engage in this behavior?). However, it is not clear which empirical test is needed to establish causality related to the outcome. Does dominance need to play a causal role in bringing about the negative outcome (and non-dominant firms can lawfully engage in the behavior in question), or does dominance only need to aggravate negative effects of the behavior? Legal scholars are split on this question. If causality relating to the outcome is meant to be testable (which it should be), then this kind of causality should require some form of qualitative change in the effects. Otherwise, any behavior with negative consequences by a dominant firm (such as breaching environmental or labor laws) could be considered an abuse because the effects of certain behavior are likely to increase with firm size.


25 For example, exclusivity restrictions or most-favored nation clauses are more problematic when used by dominant firms than when used by non-dominant firms.

3. How competition affects privacy

Many digital markets are heavily concentrated, from search engines and app stores to social media and advertising. Although there are still attempts to reintroduce incentives to compete within these markets, authorities are becoming more sympathetic to quasi-regulatory approaches to reduce the harm that the lack of competition may create. One dimension in which such harm may occur is privacy. However, there are different ways or mechanisms through which competition may affect privacy which require different approaches.

This section discusses six different mechanisms. Each mechanism is described. Then, whether there is evidence to support or disprove the practical relevance of the mechanism is assessed, and if not, what kind of evidence would be useful to do so.

The six mechanisms are as follows:

1. If there is less competition, companies can collect more personal data.
2. If there is less competition, consumers face less choice regarding privacy.
3. If companies merge, companies can collect and use more data.
4. Personal data in the hands of dominant firms creates more harm.
5. If there is less competition, companies can undermine competition on privacy.
6. Dominant firms can obtain quasi-regulatory powers over personal data that hamper competition.

Mechanisms 1–4 focus on whether market concentration may give rise to exploitative conduct, by collecting more personal data, by providing less choice, or by using the data in more problematic ways than would be the case in a competitive setting. Mechanism 5 captures a combination of exploitative and exclusionary conduct. Mechanism 6 focuses on the possibility of exclusionary conduct.

---


28 Exploitative conduct refers to abusive behavior by a dominant firm that exploits its customers, e.g., by charging excessive prices or by collecting excessive data.

29 Exclusionary conduct refers to abusive behavior by a dominant firm that makes it harder for other firms to compete, e.g., by making it harder for its customers to also buy from other firms.
3.1 If there is less competition, companies can collect more personal data.

Can firms that are exposed to less competition collect more personal data and thus, offer a lower level of privacy? This question has arisen in the context of the Facebook case. The Bundeskartellamt argues that the lack of alternatives forces consumers to accept privacy terms that the same consumers would reject in a competitive setting. The Federal Court of Justice concludes, based on the evidence of user preferences presented by the Bundeskartellamt, that more competition would have allowed offerings with less intrusive data practices to emerge.\(^{30}\) However, this issue is not limited to Facebook. If less competition facilitates problematic data practices, concern in other heavily concentrated digital markets, from search engines to app stores, is warranted.

### Box 1

**Bundeskartellamt vs. Facebook**

After a three-year investigation, the Bundeskartellamt announced in early 2019 that Facebook had violated the GDPR and therefore, abused the platform’s dominance. Facebook was found to be a dominant social network that exploited its users by imposing unfair terms that users could not reject if they wanted to use the platform. These unfair terms enabled Facebook to collect data on its users from multiple sources beyond its platform, including other Facebook-owned platforms, such as WhatsApp and Instagram, as well as third-party websites that incorporated “Like” or “Share” buttons or used Facebook’s analytics services. According to the Bundeskartellamt, consumers suffered the loss of control over their data, caused by Facebook’s violation of various principles of the GDPR. The Bundeskartellamt argued that consumers did not give valid consent to being tracked to the extent they were,\(^{31}\) nor did they expect to be tracked so extensively.\(^{32}\) The Bundeskartellamt imposed on Facebook an obligation to obtain voluntary consent from users to merge data from various sources, effectively requiring “internal unbundling” of data.

---

\(^{30}\) Federal Court of Justice (2020), op. cit., para 86.

\(^{31}\) Bundeskartellamt (2019), op. cit., para 639.

\(^{32}\) Bundeskartellamt, op. cit., para 848.
As summarized in Figure 2, a local court, the Higher Regional Court (OLG) Düsseldorf, suspended the ruling because the court found that the Bundeskartellamt did not provide sufficient evidence that the allegedly abusive behavior — the infringement of the GDPR — had been enabled by Facebook's market dominance. The Bundeskartellamt appealed the suspension before the German Federal Court of Justice (BGH), which reinstated the Bundeskartellamt's decision. The federal court found that the suspension was not justified but also changed the focus of the investigation from the question of whether a GDPR infringement constitutes abuse of dominance to whether there may have been exclusionary effects on advertising markets and whether Facebook's practices unduly constrained consumer choice.

![Figure 2](image)

The main arguments at different stages of the Facebook case

<table>
<thead>
<tr>
<th>Bundeskartellamt decision</th>
<th>Infringement of GDPR constitutes abuse of dominance</th>
<th>Involuntary nature of consent renders consent invalid</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLG suspension</td>
<td>Bundeskartellamt did not demonstrate causal link between dominance and outcome</td>
<td></td>
</tr>
<tr>
<td>BGH reinstatement</td>
<td>Potential exclusionary abuse on advertising markets</td>
<td>Lack of choice leads to stronger privacy intrusion</td>
</tr>
<tr>
<td>OLG main proceedings</td>
<td>?</td>
<td></td>
</tr>
</tbody>
</table>

*Source: Stiftung Neue Verantwortung.*
Conflicting views on whether market power allows firms to collect more data exist which must be tested empirically. Some argue that firms face similar incentives and constraints to collect as much data as possible within the legal boundaries, irrespective of the firms’ market position. Increased data collection expands the opportunities for monetization and other uses of the data, incentivizing widespread data collection unless firms pursue a strategy to differentiate their products by offering a high degree of privacy. As the consumer response to privacy as a differentiation factor is weak (see Section 2.2), it is plausible also for the competitive constraints, for example, through consumer switching, for small and large firms to be similar. Others argue, however, that market power enables firms to engage in more aggressive data practices. One reason could be that dominant firms face fewer competitive constraints than smaller firms. In principle, competitive pressure incentivizes firms to lower prices to increase demand for their products, and thus, firms have an incentive to offer better privacy settings to attract consumers. This mechanism does not work in a concentrated market, as consumers have fewer alternatives when faced with a dominant provider.

Evidence
In principle, the mechanism can be tested empirically: Do firms in a competitive environment collect less data and/or less sensitive data than dominant firms? There are powerful narratives that seem to show that as Facebook has gained market power, the platform has become increasingly less concerned about users’ privacy. However, it is possible to focus on facts and explanations that support a certain narrative while ignoring unexplained or even contradictory pieces of evidence. More systematic, empirical evidence could come in different forms. For example, it could be obtained by comparing certain aspects of privacy policies by a company over time (if the market concentration varied over time), or it could compare how data collection practices vary across markets characterized by different degrees of concentration.

---

33 See Acquisti et al. (2016) and Binns, Reuben, Ulrik Lyngs, Max Van Kleek, Jun Zhao, Timothy Libert and Nigel Shadbolt (2018), “Third Party Tracking in the Mobile Ecosystem”, Proceedings of the 10th ACM Conference on Web Science (WebSci ’18), Association for Computing Machinery, 23–31. The authors conducted an empirical study on the prevalence of third-party trackers on 959,000 apps from the US and UK Google Play stores. The authors found that most apps contain third-party tracking: The median number of tracker hosts included in the bytecode of an app was 10; 90.4% of apps included at least one, and 17.9% more than twenty. They also found this is a highly transnational phenomenon.

Thus far, the empirical evidence for the effect of market concentration on privacy is limited. One recent study shows that firms in more concentrated app markets collect more personal data than firms in less concentrated markets. However, the magnitude of the relationship is small, around 1–2%. When looking at a step change in the competitive environment of apps driven by the introduction of new app categories in the Android Play Store, the relationship increases to 4–6%, but remains arguably limited.

The United Kingdom's Competition and Markets Authority (CMA) conducted an extensive study of online advertising and states that "if there were more choice for consumers, then there could be scope for more competition between platforms as platforms would need to compete more actively to persuade consumers of the benefits of personalised advertising. There would also be scope for other platforms to compete for consumers on the basis of alternative business models offering different options in respect of the privacy choices and the services that they offer.

This reasoning is largely based on the study's qualitative findings for advertising markets, including their complexity and consumers' sense “that they had no choice but to sign up to services despite concerns.” When assessing data practices across platforms, the CMA finds that Google and Facebook have access to substantially more data than other platforms that collect data; see Figure 3.

---


36 Results from app markets should be generalized to other digital markets with caution. One reason is that the privacy paradox may be more pronounced in app markets than in other markets possibly because of the high number of apps installed by many users. See e.g. Savage, S. J., and D. M. Waldman (2015), "Privacy tradeoffs in smartphone applications", Economics Letters 137, 171–175, who find high valuations of individual data points collected by smartphone apps, while only very few consumers pay for less data-intensive apps in practice.


38 Ibid., para 4.117.
In addition, Google and Facebook are the only platforms that appear to collect even more data through third-party sources than through user-facing services and products. Although these findings do not allow for inferring a causal effect of concentration on data collection practices, the findings are compatible with the existence of such an effect.

For a clearer view on the strength of the mechanism in different settings, especially in legal proceedings that hinge on the validity of the mechanism, more studies are needed. When conducting this type of study, reverse causality warrants special caution. For example, in app markets, the positive correlation between data permissions and concentration could also be driven by the increased monetization of data-intensive apps, which, in turn, may allow them to invest more in improving their product.

Once an effect of concentration on data-collecting practices is found to be present in a specific market, a benchmark is needed to distinguish potentially abusive behavior from competitive behavior. This point is discussed further in the following section.
3.2 If there is less competition, consumers face less choice regarding privacy.

Do consumers face less choice regarding privacy when they deal with a firm that has only a few and/or weak competitors? This question arose in the Facebook case, but the answer is self-evident: Less competition means less choice (see Section 2.1). The challenge is to clearly conceptualize choice such that it is clear when the lack of choice amounts to anticompetitive harm. Specifically, in the Facebook case, the Bundeskartellamt\(^{39}\) and the Federal Court of Justice\(^{40}\) find that the lack of choice when faced with a dominant player puts informational self-determination at risk and constitutes exploitative abuse of users. As stated in the previous section, any such finding for Facebook is likely to be highly relevant for other concentrated markets.

Conceptualizing choice in the context of privacy and competition builds on the notions of informational self-determination and choice between options as a driver of competition (see Section 2.1). This means that a lack of alternative options can make a firm’s behavior problematic just because the firm is dominant, even if its behavior does not systematically differ from that of smaller firms (i.e., even if evidence were to show that the mechanism in Section 3.1 does not apply in a specific market). Specifically, a strong market position can undermine consumer choice regarding privacy because consumers are deprived of the option to change providers to get different privacy options and can only “leave” the market altogether.

Evidence

To make this mechanism applicable to actual markets, it is important to define what it means for a company to provide sufficient choice regarding privacy. Only then is it clear whether companies need to act, or authorities need to intervene to increase choice. For example, it is not plausible that dominant firms with high privacy standards should be obligated to offer more choices to consumers to share more data.

First, a competitive benchmark must clarify when competition is no longer assumed to provide sufficient choice, requiring additional scrutiny of privacy practices. A starting point could be dominance, a well-established concept in competition law, but it may have to be combined with some measure of tracking capabilities. Some companies may gain “data power” before reaching the threshold of dominance, while others may have market power with-
out significant tracking capabilities. Although defining a relevant threshold is not easy, current discussions about special rules for firms with gatekeeper power⁴¹ or cross-market significance⁴² show that it is possible to develop new concepts that better capture the dynamics of digital markets.

Second, to provide sufficient choice, with which requirements must the behavior of those firms comply? In the Facebook case, the Federal Court of Justice finds that not allowing consumers to choose whether they want personalization based on data collected only on facebook.com or also on other domains amounted to an anticompetitive restriction of choice.⁴³ Implicit in this finding appears to be the notion that the consent given by consumers to legitimize the firms’ processing is not as voluntary as it should be to enable real choice. Others suggest abandoning consent as a legal ground for processing data by data-powerful companies, suggesting that “the existence of market power in a competition law sense may act as an indicator challenging the validity of consent as a legitimate ground for processing of personal data.”⁴⁴ A similar argument has been made by the European Data Protection Supervisor.⁴⁵

Conceptualizing choice vis-à-vis firms with data power as additional requirements to obtain consent is a reasonable approach. This approach would enable competition and data protection authorities to test whether such requirements are met. Choice should empower consumers to make meaningful decisions. For example, if companies enable people to adjust privacy settings to their preferences (with all data optional except that necessary for providing a service), consumers benefit from the privacy policy that best matches their preferences.

⁴³ Federal Court of Justice (2020), op. cit., para 58.
⁴⁵ EDPS (2014), op. cit., 35.
3.3 If companies merge, companies can collect and use more data.

Can companies reduce their privacy provisions by acquiring other companies and thus expanding their tracking capabilities? Google, Facebook, and others have bought numerous businesses that not only allowed the companies to tap into new markets but also enabled them to expand and deepen their capabilities to collect and analyze personal data. The most recent controversy is Google’s proposed acquisition of Fitbit that the European Commission is investigating. Experts have been calling for closer scrutiny of the possibilities that the additional data will give to Google,46 with the impact on privacy an important factor.

Mergers are special events for competition review because market concentration and links between markets may increase substantially. Competition authorities can test whether the merger-driven changes are likely to harm the competitive process. The authorities can prescribe remedies to mitigate the harm, or can even block transactions. However, authorities are still hesitant to consider the impact on privacy in their competitive assessment. In principle, the GDPR applies before and after a merger. From a competition perspective, the more relevant question is whether privacy quality degrades irrespective of whether the GDPR is complied with.

It makes sense to assess the impact of a merger on privacy in the same way that competitive implications for price or innovation are scrutinized. Merging datasets with personal data often has privacy implications, e.g., if this enables the construction of larger profiles.47 Currently, privacy risks are not assessed, with competition authorities directing the responsibility for assessing privacy implications to data protection authorities. However, this misses the point, because data protection authorities can intervene only if the GDPR is breached, not if privacy practices deteriorate but still remain compliant with the law.

47 For a review, see e.g. Binns and Bietti (2019), op. cit.
Evidence

Competition authorities, including the European Commission, have argued that privacy considerations should not play a role in competitive assessments of mergers because companies do not compete on privacy.48 This, however, should not be misread as evidence that consumers do not value their privacy. The lack of competition on privacy is more appropriately linked to a lack of transparency and bad incentives (see Section 2.2).

Competition authorities may struggle to recognize competition on privacy when it is in front of them. For example, the European Commission recognized the importance of the WhatsApp superior privacy policy for consumers, but the commission did not consider post-merger privacy reductions to be relevant for competition. The commission mentioned in the Facebook/WhatsApp merger clearance that “privacy and security […] are becoming increasingly valued” and that “[p]rivacy concerns also seem to have prompted a high number of German users to switch from WhatsApp to Threema in the 24 hours following the announcement of Facebook’s acquisition of WhatsApp.”49

Nonetheless, the European Commission considered the platforms’ different privacy features to indicate that Facebook and WhatsApp were not close competitors,50 concluding that “[a]ny privacy-related concerns flowing from the increased concentration of data within the control of Facebook as a result of the Transaction do not fall within the scope of the EU competition law rules but within the scope of the EU data protection rules.”51 It is not clear what kind of evidence would have prompted the European Commission to consider the foreseeable impact on privacy as a matter for competition.

Some have proposed explicitly considering privacy in merger proceedings by adding them to the scope of “public interest” that requires balancing with the competitive outcome of a merger.52 This option is highlighted in a joint study by the Bundeskartellamt and the French Autorité de la Concurrence.53

---


50 Ibid., para 102.

51 Ibid., para 164.


53 They mention how cultural diversity is intended to be taken into consideration in the European Union’s actions and raising the question whether a similar approach could be taken in relation to data protection. Bundeskartellamt and Autorité de la concurrence (2016), “Competition Law and Data”.
Although rare, public interest assessments are feasible in practice. For example, media plurality was the subject of a UK review of the Twenty-First Century Fox/Sky merger undertaken in parallel with the investigation by the European Commission.\textsuperscript{54} However, politicians may be tempted to include other variables, such as sustainability or implications for labor markets, in the same way, providing ample opportunity for problematic political interference through merger policy.

A better approach would be to make it easier to include privacy in merger decisions: If many consumers articulate concern about privacy in a specific market (especially if the target offers higher privacy protections), that could be deemed sufficient to consider the privacy implications of the merger. Given the difficulties that consumers who wish to take action to protect their privacy (see Section 2.2) face, seemingly privacy-unconscious behavior should not count as a strong argument for dismissing stated privacy concerns. Whether companies comply with the GDPR is a separate question (which data protection authorities are better placed to tackle), but privacy can suffer as a consequence of less competition without a breach of the GDPR, and that should be a concern for competition authorities.

### 3.4 Personal data in the hands of powerful firms can create more harm.

Is personal data in the hands of dominant firms more dangerous than the same data in the hands of smaller firms? Some raise concerns whether larger firms, even if they do not have access to significantly more personal data, can cause more detriment to consumers with the data. This would be the case if dominant firms were able to apply differential treatment or discriminate more effectively and extract more consumer surplus by doing so. Such harm could arise, for example, if a large booking platform like Booking.com had a greater ability to set prices for individual hotels in line with a consumer’s willingness to pay than the hotel itself (assuming it had access to the same information\textsuperscript{55}).


\textsuperscript{55} In practice, larger companies tend to have access to more data also about individual consumers. However, from a theoretical perspective, it makes sense to disentangle two effects: can firms that are exposed to less competition collect more data, assuming similar uses of data, (Section 3.1) or can they use the same data for more problematic purposes (this section)?
In general, it is challenging to assess which factors drive differential treatment to consumers’ detriment. One well-studied form of differential treatment is price personalization; i.e., a firm sets different prices for different consumers based on the data the firm has about them. For price personalization, a broad literature exists that assesses implications for different market participants. It finds that whether personalized prices increase or decrease consumer welfare depends on the market characteristics. The question in relation to privacy and competition is whether larger market concentration makes personalized pricing systematically more problematic for consumers.

Evidence
A recent survey of the theoretical literature concludes that “[t]here is very limited theoretical relationship between ex ante market power and consumer outcomes.” The authors find that the effect of price discrimination is more likely to increase competition as well as consumer welfare if price discrimination is based on switching costs or brand preference. The opposite is true if price personalization increases search costs. However, it is not clear whether and why the latter would apply more often to concentrated markets. Similarly, a joint study by the Bundeskartellamt and the French Autorité de la Concorance highlights the potential procompetitive and welfare-enhancing effects price personalization can bring about. The OECD also finds that even in concentrated markets, price discrimination can increase incentives to innovate.

Empirical studies would help to test whether the theoretical models adequately capture how price personalization works in practice. Empirical studies would be useful to corroborate the finding that dominance is not a driving factor of potential consumer harm through price personalization, and to test which factors determine the effects in actual market settings.

However, the current theoretical findings do not rule out the possibility that consumers may be more skeptical about price personalization by larger players which, in turn, could be driven by perceptions of procedural fairness.

58 Bundeskartellamt and Autorité de la concurrence (2016), op. cit.
and asymmetry in bargaining power.\textsuperscript{60} It is an open question how such fairness concerns should be addressed, and what role privacy should play.

It is possible that other data uses or other forms of differential treatment have more negative effects when pursued by dominant firms. However, the absence of theoretical or empirical evidence of dominance being a driver of negative effects of price personalization suggests that there is no obvious reason to assess data practices by dominant firms with a focus on these uses. For personalized prices, it is desirable to better understand the potential benefits and harms, from the perspective of competition, but also from a broader fairness perspective. However, this is irrespective of whether prices are personalized by a small or a dominant firm.

3.5 If there is less competition, companies can undermine competition on privacy.

Would competition on privacy be more effective in markets that were more competitive? This would be the case if the lack of competition on privacy were a result of dominant firms influencing whether consumers perceive privacy as a relevant product feature.\textsuperscript{61} Therefore, dominant firms would be able to impose worse privacy settings than would be the case in a competitive setting – but as a consequence of their actions to undermine not just competition in general but also competition specifically on privacy. For example, if Facebook and Google were to make their privacy policies intentionally obscure, privacy-friendly competitors such as DuckDuckGo and Mastodon would face higher hurdles to convince consumers that their privacy offerings are superior. Consumers might not understand that Facebook’s and Google’s policies are bad for consumer privacy. Thus, consumers would find it hard to assess the benefits of switching to DuckDuckGo and Mastodon, making them more reluctant to switch.


\textsuperscript{61} See Kemp (2019), op. cit.
Different mechanisms may allow dominant firms to undermine competition on privacy:

- First, large firms can be perceived as setting a standard in privacy policies that discourages consumers from comparing privacy policies across providers. Although many non-dominant firms monetize personal data (see Section 2.2), and have an interest in obscuring this, they are likely to be much less effective at doing so. Given the huge market presence of many large digital platforms, their privacy policies can be expected to be disproportionately influential on whether consumers perceive reading and comparing privacy policies to be feasible and useful. In addition, the extensive capabilities of those large companies in designing products would make them well placed to develop accessible privacy policies. The firms conduct extensive testing of their users’ experience and routinely adjust products accordingly. Thus, these firms have superior insights and capabilities to shape their policies to dis- or encourage consumer willingness to engage with privacy policies. Therefore, even if a start-up wishes to enter the market with a more privacy-friendly product, the start-up can struggle to motivate consumers to assess the differences between privacy policies. If consumers become accustomed to not understanding privacy policies, they do not bother to engage even with privacy-friendly products.

- Second, the behavior of large firms may also have a disproportionate effect on how consumers perceive the trustworthiness of privacy policies. Even if consumers could compare privacy policies, they may lack confidence in whether those policies effectively constrain a company’s data practices. Reasons for such distrust may include the policies’ lack of future commitment. This allows firms to weaken privacy protections step by step. This practice has been extensively documented regarding Facebook’s terms and conditions as well as in the legibility of Google’s privacy notice. The frequent reports on company

---

62 Kemp (2019) states that “[t]he central problem is not that consumers fail to read privacy policies, but that concealed data practices currently prevent this from being an effective means of comparing the privacy quality offered by different suppliers.”

63 Companies can easily reverse any procedures that are intended to give consumers more (influence on) privacy. One example was the announcement by Facebook in 2009 that future changes to terms of use and privacy policies would be subject to user participation and binding voting processes, Facebook (2009), “Facebook Opens Governance of Service and Policy Process to Users”, 26 February, https://about.fb.com/news/2009/02/facebook-opens-governance-of-service-and-policy-process-to-users/

For a comprehensive overview of Facebook’s changes to it privacy policies, see Srinivasan, D. (2019), op. cit.

breaches of policies and commitments further reduce consumer trust in privacy policies. This lack of trust may harm not only the firms involved but also firms that want to provide a product that offers higher privacy standards. These standards may not only be difficult to distinguish due to the concealed nature of data practices in the wider market but also hard to believe.

Evidence
Through such mechanisms, dominant players may be able to shape the competitive process and make it harder for competitors to successfully offer privacy-friendly products. Thus, ineffective competition may aggravate the lack of competition on privacy, further reducing competitive constraints on firms to limit the intrusiveness of their data practices. In contrast to the previous mechanisms that rely on some form of competitive benchmark to demonstrate the exploitative nature of the privacy practices, this mechanism includes exclusionary effects; that is, consumers may be harmed because the behavior is capable of reducing competition on privacy. That reduces the need for a meaningful privacy benchmark if exclusionary effects can be demonstrated. For that, it would be important to show that more transparent data practices lead to more competition. Alternatively, it would also be helpful to provide evidence that large firms’ data practices affect the data practices across markets more widely.

These claims are not easy to test in practice because many markets are influenced by the presence of a large player that pursues aggressive data monetization and has an incentive to discourage competition on privacy. Thus, even if privacy policies turn out to be similarly opaque across markets, this may be driven by widespread suppression of competition on privacy.65 Little systematic evidence for how competition affects the extent to which competition on privacy takes place exists. As a starting point, the findings of a recent study of privacy policies are in line with larger firms hampering competition on privacy.66 The study finds that privacy policies, with increasing firm size, are longer, are more difficult for the average reader to understand, and are accompanied by a higher number of third-party trackers.67

---

67 Their legal language is also clearer, indicating that larger firms may be better at using legal expertise to ensure the compliance of their data practices. What is missing, however, is evidence that the design or format of privacy policies or other aspects related to data practices have an impact on the feasibility of competition on privacy.
3.6 Dominant firms can obtain quasi-regulatory powers over personal data that hamper competition.

Can powerful companies use their market position to decide how personal data is shared within their ecosystem, potentially reducing competition? When dominant firms decide whether to share personal data and/or enable its collection, privacy may be enhanced, but competition may suffer as a result. Small firms may find themselves shut out because they are unable to compete with the dominant firms in related markets that draw on personal data as an input.

There are several examples where such behavior has occurred. Chrome, a Google-operated browser, announced that it would phase out third-party cookies by the end of 2021 to reduce undesired tracking. However, others have criticized that Google harms privacy more than many providers of third-party cookies do, and that Google uses privacy as an excuse to strengthen its position in advertising markets. Google's acquisition of Fitbit, a producer of fitness trackers, has been accompanied by similar concerns about Google's ability to engage in more invasive data practices while making data less accessible for providers of healthcare or insurance services. Similarly, Bluetooth technology start-up Tile filed a complaint about Apple's restrictions on the use of location data by apps that is more restrictive for third-party apps than for Apple's own apps.

In principle, limits on the sharing of personal data are welcome. However, those limits do not improve privacy, and can harm competition if the same data is used without concern within a company but not accessible to external companies, even if they offer privacy standards that are at least as high and provide a service that consumers value. For example, although the German competition law reform makes it easier to obtain access to data from other companies, there is significant legal uncertainty about what this means for:


70 See Kemp (2020), op. cit and Bria et al. (2020), op. cit.


personal data, i.e., under what conditions such access is compatible with the GDPR and the impact of competition on privacy.

Evidence
When does not sharing data enhance privacy, and when does it shut out competitors? How to draw the line between privacy-enhancing and potentially exclusionary behavior is not yet clear. Examining the impact of the behavior on privacy and on competition would be the first step: If privacy protection does not improve, but competition suffers, the behavior should not be permitted. This would be the case if, for example, Apple uses its increased access to Bluetooth data to provide products similar to that by Tile but does not include higher privacy protection. In such a case, it is not clear why Tile should not be granted access to the data in the same way (assuming the consumer is made aware of the data use in compliance with the GDPR). The challenge is to distinguish between more and less privacy-friendly practices (both of which should be presumed compliant with the GDPR), which requires further research and reaching (preliminary) consensus on how to measure privacy.73

Preliminary evidence is available for assessing the effects of the behavior in question. As a starting point, the CMA finds in its market study on online advertising that Facebook and Google have a strong competitive advantage vis-à-vis smaller market players through superior access to first-party data.74 In addition, the companies “increasingly appear to be acting in a quasi-regulatory capacity in relation to data protection considerations, setting the rules around data sharing not just within their own ecosystems, but for other market participants.”75 Regarding Google's announcement that the platform would discontinue third-party cookies, the CMA estimates that in the short term, advertisers, if unable to target advertising using cookie data, would lose about 70% of their revenue if they competed against others that could target using such data.76 This shows the far-reaching effects of this behavior on competition. However, it is at least questionable whether it constitutes an enhancement of privacy if Google prevents others from using data for targeting but continues to target users directly.

Law Insight, December.

74 See CMA (2020), op. cit., para 5.307 and 5.308.
75 Ibid., para 5.315.
76 Ibid., Appendix F.
Although a privacy-enhancing effect may not always exist, the fact that such effects may exist points toward potential tension between competition and privacy. To what extent can competitive restrictions be tolerated if they also increase privacy? Currently, there is no common framework for assessing this kind of question from a competition perspective and from a privacy perspective.

### 4. Conclusion and recommendations

Table 1 summarizes the six mechanisms and the availability of the evidence reviewed in Section 3.

#### Table 1

Overview of mechanisms through which competition affects privacy

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  If there is less competition, companies can collect more personal data.</td>
<td>Limited effect in app markets and tentative evidence in advertising markets.</td>
</tr>
<tr>
<td>2  If there is less competition, consumers face less choice regarding privacy.</td>
<td>Conceptual argument, open question for competition authorities: What is the benchmark for identifying anticompetitive conduct and restoring choice?</td>
</tr>
<tr>
<td>3  If companies merge, companies can collect and use more data.</td>
<td>Self-evident, and a matter for competition authorities if privacy is a relevant factor for competition.</td>
</tr>
<tr>
<td>4  Personal data in the hands of dominant firms creates more harm.</td>
<td>None based on the (theoretical) evidence of the effects of price personalization: no link between market power and negative outcomes for consumers.</td>
</tr>
<tr>
<td>5  If there is less competition, companies can undermine competition on privacy.</td>
<td>Limited to the readability of privacy policies decreasing as firm size increases.</td>
</tr>
<tr>
<td>6  Dominant firms can obtain quasi-regulatory powers over personal data that hamper competition.</td>
<td>Harm to competition evident, unclear whether there are benefits for privacy.</td>
</tr>
</tbody>
</table>

Source: Stiftung Neue Verantwortung

In summary, the impact of competition on privacy manifests in various ways. Some of the mechanisms would strongly benefit from more research to bet-
ter capture their relevance across markets and a clear measure of the quality of a privacy policy to facilitate comparison. Others, however, have sufficient empirical and conceptual support to warrant stronger intervention by policymakers. These interventions should include increased requirements for consent and internal data-sharing, as well as include consumers to shape privacy policies to promote choice. Furthermore, the impact of mergers on privacy should be considered if consumers express concerns regarding the data involved.

Although competition and data protection authorities must collaborate to define choice and a common framework for assessment, four concrete measures should be taken to mitigate anticompetitive harm on privacy:

- **Choice vis-à-vis dominant firms must be ensured.** Options for doing so include involving consumers in the development of privacy policies and unbundling consent and/or unbundling data such that dominant firms must obtain more granular consent before sharing data internally.
- **Given the obstacles consumers face in protecting their privacy, authorities should be comfortable relying on stated preferences** to assess whether consumers care about privacy in a specific market. This consideration applies specifically to **mergers where a reduction in privacy can be beyond the scope of the GDPR and relevant for competition.**
- **Metrics to assess the quality of a privacy policy** are needed to facilitate assessing whether a practice improves or degrades privacy. This will make some simplification inevitable but is necessary to consistently assess, for example, whether practices with exclusionary effects benefit privacy.
- **More evidence** is needed to comprehensively assess the impact of competition on privacy across markets. Digital platforms have been reluctant to share such data, providing the rationale to obligate them to make significantly more data accessible. This can then be assessed by statistical agencies and academic researchers.

### 4.1 Mechanism-specific recommendations

On mechanism 1: There is limited empirical evidence for whether companies collect less personal data when facing more competition, and evidence is hard to obtain with the amount of data currently available. Academic researchers should **provide more evidence** to assess whether firms with mar-
Market power collect more or more intrusive data than those without. Providing this evidence is possible only with access to significantly more data on the platforms’ practices. Authorities and statistical agencies should **obligate digital platforms to share more data** to allow for a systematic analysis of their impact on privacy.\(^77\)

On mechanism 2: With choice as a shared objective of competition and privacy policy, it is important to reach a **clearer understanding of what it means for a company to offer choice regarding privacy**. This requires the involvement of privacy and competition scholars, for example, based on the notion that the scope of competition law should include wider social implications of market interactions,\(^78\) and a collaborative approach between authorities.\(^79\)

A clearer notion of choice will also help develop **mechanisms to ensure choice vis-à-vis dominant firms that does not rely on individual bundled consent**. Imposing additional requirements for dominant firms to rely on consent as a legal basis for data processing could be an expression of the special responsibility of powerful firms to ensure users still have choice when making decisions about their privacy. Different options exist:

- **Involving consumers in the development of privacy policies**: This would shift some of the burden of consent to an earlier stage at which consumers would need to be given real influence over the outcome. Facebook tried democratic decision-making regarding the use of personal data in the past but abandoned the practice.\(^80\) Alternatives or complements may include forms of community consent, for example, involving ethics boards, citizen juries, surveys, or open discussions about **Legitimate Interests Assessments**.\(^81\)

- **Unbundling consent and unbundling data**: As the Bundeskartellamt required Facebook to do, dominant firms could be obligated to obtain more granular consent from consumers. Specifically, this could mean giving consumers the option to share only data necessary to provide a service, with data collected from other sources optional. This approach

---


\(^79\) Binns and Bietti (2019), op. cit., 37.

\(^80\) See footnote 63.

is gaining popularity not only with data protection scholars but also with economists. In doing so, however, it is important design an intervention to avoid effects that consent as stipulated by the GDPR is known to have. That is, the GDPR can reinforce concentration, and consent may be obtained more easily by large and incumbent firms because they tend to serve larger market segments, and because their reputation makes consumers less responsive to the firms’ data practices.

On mechanism 3: In a merger, a reduction in privacy can be beyond the scope of the GDPR and relevant for competition authorities. Given the challenges for consumers face to make effective privacy choices (see Section 2.2), competition authorities should be comfortable relying on stated preferences to assess whether consumers care about privacy in a specific market. If there are privacy risks as a consequence of increased concentration following a merger, this would not have to prevent the merger, but appropriate remedies would need to be agreed to maintain privacy quality, such as preventing merging of profiles unless explicitly approved by a user.

On mechanism 4: There is no evidence that dominant firms are likely to create more harm than smaller firms with the same amount of data.

On mechanism 5: More evidence would be helpful to understand whether and how firms with market power hamper competition on privacy e.g. by making privacy policies unnecessarily obscure and undermining trust in them. Although there is some evidence that the legibility of privacy policies decline with firm size, it is important to test whether this has an impact on the feasibility of competition on privacy.

On mechanism 6: The quasi-regulatory powers of some particularly powerful firms create concerns, because the negative effects on competition are evident, but the supposed enhancing effects on privacy less so. As a first step, it would be helpful to develop metrics for assessing the quality of a privacy policy to facilitate reaching an understanding of whether a practice improves privacy. Any such measure comes with challenges, such as how

---

82 Condorelli, Daniele, Jorge Padilla (2019), “Data-Driven Predatory Entry with Privacy-Policy Tying”.


84 Although consumers generally download fewer apps when they come with privacy-sensitive permissions, this is not true for apps provided by well-known brands. Kummer, Michael and Patrick Schulte (2016), ”When Private Information Settles the Bill: Money and Privacy in Google’s Market for Smartphone Applications”, ZEW Discussion Paper 16-031, 26.
to reduce complexity in a way that is not misleading or prone to gaming by firms. A positive side effect of privacy metrics is that they could also increase transparency for consumers who are currently overwhelmed by complexity but may be more willing to engage and take action if privacy policies are easier to comprehend and compare. Increasing transparency may also be a more prudent way to strengthen privacy than developing stricter regulation, and could stimulate competition on privacy.

If greater privacy were found to come at the expense of competition in certain cases, a common framework is necessary for competition and privacy authorities to make consistent trade-offs to resolve tensions between privacy and competition. The primary objective should always be to preserve as much as possible of one while increasing the other. For example, privacy-enhancing technologies may help to preserve confidentiality while enabling more competition, and stronger data portability can also contribute to competition. If this is not feasible, there should be clear guidance for how to balance privacy and competition to avoid conflicting views and decisions by authorities.

85 The primary audience for such metrics should be experts as consumers may need different metrics and formats to better understand privacy implications, see e.g. Ben-Shahar, Omri and Adam Chilton (2016), “Simplification of privacy disclosures: an experimental test”, The Journal of Legal Studies 45 (S2), 41–67 and Conpolicy (2018), „Wege zur besseren Informiertheit. Verhaltenswissenschaftliche Ergebnisse zur Wirksamkeit des OnePager-Ansatzes und weiterer Lösungsansätze im Datenschutz“.


87 CMA (2020), op. cit., Appendix G.
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